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Abstract—Social media is accompanied by an increasing pro-
portion of content that provides fake information or misleading
content, known as information disorder. In this paper, we study
the problem of multimodal fake news detection on a large-
scale multimodal dataset. We propose a multimodal network
architecture that enables different levels and types of information
fusion. In addition to the textual and visual content of a posting,
we further leverage secondary information, i.e. user comments
and metadata. We fuse information at multiple levels to account
for the specific intrinsic structure of the modalities. Our results
show that multimodal analysis is highly effective for the task and
all modalities contribute positively when fused properly.

Index Terms—Social Media Retrieval, Multimodal Modeling,
Information Disorder, Fake News Detection

I. INTRODUCTION

During events like the U.S. presidential election in 2016 the
public has become aware of the impact that fake news have
on public opinion. The identification of such information is
highly complex, semantically demanding, and even for experts
a difficult task. Due to the ever-increasing amount of data,
automated analysis approaches are necessary to assist the
detection and verification of fake news.

In the context of this paper1, we focus on fake news
in terms of information disorder as defined by Wardle [1].
Three types of information disorder can be distinguished: (i)
misinformation, which refers to misleading content produced
without a specific intent (ii) disinformation, which refers to
purposely generated and potentially harmful content, i.e. false
or manipulated content and (iii) malinformation, which is
harmful content including hate speech and harassment.

Our contribution is an end-to-end learnable modular ap-
proach, which combines multiple heterogeneous modalities for
the detection of information disorder. To this end, we propose a
multimodal multistream network architecture that learns from
four heterogeneous input modalities, i.e. two textual and a vi-
sual modality, as well as metadata information (Figure 1 shows
data samples used in our study). We propose to fuse these four
structurally different modalities at multiple levels to optimally
account for the information contained in each modality. We
investigate which modality is most important for the detection
of information disorder and whether a combined multimodal

1Funded by netidee, the funding program of the Internet Stiftung.
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Fig. 1. Two samples from our study. The left image shows an example of
intended disinformation. The shadow below the sheep in the foreground is a
retouched version of a chicken. In the right image, the title states correctly
that there is a spelling mistake in the word “Mucinex”, which is confirmed by
the picture (non-fake). These examples show that information disorder has a
strong semantic dimension making it challenging to assess even for humans.

analysis is beneficial in contrast to monomodal processing. Our
evaluation, conducted on a large-scale multimodal real-world
dataset from Reddit [2], shows that multimodal processing
strongly improves detection results. This leads us to two
conclusions: (i) all modalities can provide useful clues for
the detection of fake news and (ii) the proposed multilevel
hierarchical information fusion allows to successfully capture
information from all modalities.

II. RELATED WORK

Table I lists different approaches developed for information
disorder detection, including approaches for mis- and disinfor-
mation detection, rumor verification, and fake news detection.
The related literature can be split into two groups, monomodal
approaches [3]–[5] and multimodal approaches [2], [6]–[12].

Ma et al. [3] propose a text-based method for rumor
detection by combining propagation trees with RNNs. The
text is thereby modeled as a time-series. Mohtarami et al. [4]
propose a text-based method based on similarity modeling
and stance filtering, which can extract text portions that can
explain the factuality of a given claim. Lago et al. [5] propose
and evaluated different methods for identifying manipulated
images in a dataset by using image forensic methods, moving
the focus from textual to visual data.
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TABLE I
OVERVIEW OF RECENT RELATED WORK ON FAKE NEWS DETECTION USING

EITHER ONE OR A COMBINATION OF MULTIPLE MODALITIES.

Author Textual
Content

Visual
Content Metadata

Ma et al. (2018) [3] x
Mohtarami et al. (2018) [4] x
Lago et al. (2019) [5] x
Ruchansky et al. (2017) [10] x x
Zubiaga et al. (2017) [9] x x
Dong et al. (2018) [8] x x
Wang et al. (2018) [7] x x
Singhal et al. (2019) [6] x x
Nakamura et al. (2020) [2] x x
Jin et al. (2017) [12] x x x
Cui et al. (2019) [11] x x x
Papadopoulou et al. (2019) [13] x x x

Fake information can span multiple modalities, thus, multi-
modal approaches represent our main focus. Singhal et al. [6]
propose a multimodal framework for fake news detection that
employs a language transformer and visual models (pretrained
CNNs). The modality-specific feature representations are fused
by concatenation and fed into a binary classifier. Wang et
al. [7] propose an event independent fake news detector based
on an adversarial network. The approach utilizes a two-stream
feature extractor, one for text, based on a text-based CNN, and
a VGG-19 model for the visual modality. Both representations
are fused by concatenation. Similarly, Nakamura et al. [2]
utilize a two-stream network for processing textual and visual
information. A bidirectional BERT encodes text data and
a ResNet50 model is used for visual data. The resulting
embeddings are fused by taking their element-wise maximum.

Contrary to previously mentioned approaches, Dong et
al. [8] utilize textual information and user-based metadata,
such as age and number of followers. The features, are
combined and processed by and attention-based bidirectional
Gated Recurrent Unit network. The extracted features are
then fed into an unified attention model and patterns in
the attention distribution are leveraged to detect fake news.
Similarly, Zubiaga et al. [9] combine text content and metadata
for rumor detection. For this purpose the authors utilize Con-
ditional Random Fields, which enable to model neighboring
information (context). Ruchansky et al. [10] introduce a three
step approach consisting out of (i) fetching and modelling
user interactions together with the related text, (ii) creating
a score which determines how suspicious individual users are
and (iii) combining the previous steps, the user features, the
text features and the score, for predicting a label. Modelity-
specific features are fused by concatenation.

Only a few approaches leverage textual, visual and meta-
data. Cui et al. [11] propose a multistream architecture with
an adversarial loss, which individually influences all three
network branches. The fused features are fed into a fully
connected layer followed by a softmax to obtain likelihoods
for fake news. Jin et al. [12] propose a multimodal approach
with a multilevel fusion setup similarly to our approach. First,
word embeddings from the text and social context features
are concatenated and fed into an LSTM. In parallel, a VGG-

19 model extracts visual features, which are then multiplied
(element-wise) by the attention output of the LSTM network.
The word embeddings and the visual features are then con-
catenated and processed by a binary classifier. In contrast to
this approach, we model metadata in a separate branch and
add an additional stream for secondary data (e.g. comments).
A multimodal dataset composed of Youtube videos, titles and
metadata has been introduced by Papadopoulou et al. [13].

III. A MULTIMODAL APPROACH FOR INFORMATION
DISORDER DETECTION

Information disorder is a semantically complex concept that
manifests itself in different modalities. We assume that the
fusion of information from multiple modalities is important
to solve this task. We propose an approach for information
disorder detection based on four input modalities, namely (i)
primary textual content, i.e. the suspicious posting or news
item itself, (ii) secondary information, i.e. content about the
primary content (e.g. comments), (iii) the visual content of the
posting, and (iv) available metadata about the other modalities.
A particular challenge is to fuse the information from these
different types of inputs, which differ not only structurally
(e.g. text vs. image) but also in dimensionality (e.g. high-
dimensional visual embeddings vs. low-dimensional abstract
data in case of metadata).

The proposed multimodal network architecture is depicted
in Figure 2. Each modality is processed by one separate branch
(stream). The first stream takes the actual content of a social
media posting as input (e.g. the title and, if available, its body).
The second stream processes textual information related to the
posting, e.g. the comments available for the post. To keep the
representation simple and comparable to the first stream, we
concatenate all available comments to obtain one consolidated
input. It is important to note that both textual modalities
capture different perspectives on the actual content and are
modeled in separate branches. We use a similar processing
chain for both textual modalities, the dataset authors prepared
a cleaned version of the textual features, so no preprocessing
was necessary. A BERT model is used to obtain separate text
embeddings for the two inputs.

The third stream processes the visual modality. First the
images are standardized to zero-mean by calculating the mean
over the entire training set (per channel) and subtracting it.
After normalizing them to [0,1], the images are passed to a pre-
trained CNN to obtain a feature representation. Theoretically,
an arbitrary visual encoder network can be employed. In our
case, we investigate three state-of-the-art image classification
networks, i.e. ResNet-v2, ResNet101-v2, and Inception-v3.

The fourth and final stream takes a vector of metadata as
input. It may contain social media metrics or categorical data,
e.g. the number of comments, the number of likes/dislikes, the
number of upvotes or other ranking information. The metadata
first need to be normalized to a well-defined value range
and then concatenated into a vector. Since no pre-defined
encoder for such data exists, we propose to train a light-
weight multilayer perceptron (MLP) to represent the input
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Fig. 2. Architectural overview of the proposed multimodal information
disorder detection method.

data. We stack three dense layers with 60, 30, and 6 neurons,
respectively and ReLU activation functions.

The individual processing streams produce representations
of different dimension. Thus, we propose a hierarchical
scheme to fuse the information of the different modalities
(see Figure 2). This prevents that higher-dimensional repre-
sentations (e.g. from BERT and the visual CNNs) dominate
the other (lower-dimensional) representations like the one
obtained from the metadata. The first fusion level combines the
textual and visual representations. These embedding vectors
are designed to have all equal length (and thereby equal
relevance in the fusion). This allows the use of different
fusion strategies like concatenation, element-wise maximum of
input vectors and element-wise average over all input vectors.
Since it is not clear, which of these fusion operations is most
beneficial, we evaluate them systematically in our experiments.

The fused information is then further compressed by a
stack of dense layers, so that it matches the dimensionality
of the representation obtained by the fourth stream. At the
second fusion level the two remaining representations are
concatenated. Thereby, we provide more influence to the
metadata modality on the final detection (equal balance of
content and metadata), which has shown to be beneficial
in practice (other weightings are possible by adapting the
dimensionality of the representations, i.e. the layer size). The
final decision is made by a densely connected layer with
two output neurons indicating fake vs. non-fake information,
followed by a softmax layer to obtain normalized probabilities.

IV. EXPERIMENTS AND RESULTS

A. Dataset

For our experiments and study on multimodal fake news de-
tection, we utilize the Fakeddit dataset [2], since it represents

the largest published multimodal fake news dataset (to the
best of our knowledge). A further advantage is that the authors
provide a split of the dataset into train, validation, and test set,
which enables directly comparable experiments. The Fakeddit
dataset consists out of one million samples from up to six
different categories of information disorder and was collected
by the pushshift API. Ground truth exists for binary fake/non-
fake classification as well as more fine-grained distinction
of 3 and 6 classes, respectively. The dataset contains Reddit
postings with comments, with many of the postings contain
text and images. Additionally, several metadata attributes are
available, such as up- and downvotes of postings, the number
of comments, up- and downvote score for each comment, and
a score for the post itself. Figure 1 depicts two data samples
from the dataset.

For our experiments we preprocess the data (similarly to [2])
by removing samples where not all modalities are available
(e.g. text-only postings), which results in 560622 samples
for training, 58972 samples for validation and 58954 hold-
out samples for testing. As performance measure we employ
accuracy to allow for comparability with Nakamura et al. [2].

B. Experimental Setup

To adapt our approach to the input data, we first preprocess
the different modalities. For the textual modalities, all related
comments for a post are collected from a provided file and
preprocessed as described in [2]. The result is fed into the
pre-trained BERT model. The sequence length of BERT is
pre-allocated by shortening the input sequences to an average
length (calculated over the training set) to reduce training
time. This is performed separately for both textual modalities.
Images are scaled and normalized. To assess the influence of
different image resolutions, we resize the images to 256x256px
and 768x768px, respectively. The metadata attributes from the
Fakeddit dataset include the up- and downvotes per post, its
score and the count of comments. To normalize the large
value range of these attributes we z-standardize all metadata
features such as the count of comments and the score, except
for the up- and downvotes, which are already normalized
between [0,1]. The attributes are then provided to the three-
layered MLP. We initialized the MLP weights with Glorot
initialization and used L1 and L2 regularization. After the
fusion layers we used dropout to prevent overfitting. Training
of the multistream network is performed end-to-end via the
Adam optimizer (β1 = 0.9, β2 = 0.999 and ε = 10−8) and a
learning rate of 10−4.

In general, the proposed approach is completely end-to-end
trainable. This would, however, result in a large computational
effort. As an alternative, each modality can also been trained
individually. In our experiments, we achieved the best results
by pre-training each modality (stream) separately, and then
training only the fusion and classification layers on top (for
10 epochs with a batch size of 96).

We evaluate our approach in multiple steps. First, all modal-
ities are evaluated together, to fully exploit all available infor-



TABLE II
RESULTS OF OUR METHOD FOR DIFFERENT COMBINATIONS OF

MODALITIES, FUSION STRATEGIES AND A COMPARISON WITH THE
PREVIOUS BASELINE.

# Approach Textual
Content

Textual
Comments

Visual
Content

Meta-
data

Fusion
Strategy

Val.
Acc.

Test
Acc.

1 Our approach x x x x Sum 95.2% 95.5%
2 Our approach x x x x Concat. 95.0% 95.2%
3 Our approach x x x x Maximum 94.9% 95.1%
4 Our approach x x x Concat. 94.9% 95.0%
5 Our approach x x x Concat. 91.2% 91.3%
6 Our approach x x x Concat. 92.8% 92.8%
7 Our approach x x x Concat. 94.4% 94.5%
8 Our approach x x Concat. 90.8% 91.0%
9 Our approach x x Concat. 85.9% 85.7%

10 Our approach x x Concat. 88.1% 88.2%
11 Our approach x x Concat. 78.2% 78.2%
12 Our approach x x Concat. 81.1% 81.6%
13 Our approach x x Concat. 88.0% 88.1%
14 Our approach x - 88.1% 88.1%
15 Our approach x - 86.7% 86.5%
16 Our approach x - 81.0% 81.5%
17 Our approach x - 77.8% 77.3%
18 [2] x - 86.5% 86.4%
19 [2] x - 80.4% 80.7%
20 [2] x x Maximum 89.3% 89.1%

mation in the dataset and to obtain a multimodal performance
baseline. This performance baseline is then compared to the
multimodal baseline provided by [2]. We compare different
fusion variants to estimate the best strategy for information
fusion. Subsequently, we evaluate all possible combinations of
modalities and further evaluate each modality in isolation to
investigate the influence and expressiveness of each modality.

C. Results

Table II shows the experimental results for our approach
with different selections of modalities. Note that from the
different visual encoders evaluated, Inception-v3 with an input
resolution of 768x768px provided the best results and only
these results are presented in column “Visual Content”. In
rows 4-13, only the best results are reported, which were all
obtained by concatenation as fusion strategy. In general, for
all evaluated approaches and configurations the generalization
to the hold-out test set is high. There is no notable drop in
performance between validation and test accuracy.

For individual modalities (rows 14-17), we observe that
the most informative modality is the primary textual content,
followed by secondary information (i.e. comments), the visual
modality, and metadata. Both, the text-only and the image-
only configuration outperform the respective configurations
of [2] (rows 18-19) and, therefore, represent new performance
baselines. The combination of multiple modalities is beneficial
in all experiments, showing that the task is truly multimodal.

By combining the two content modalities (text and im-
ages) Nakamura et al. [2] yield a test accuracy of 89.1%.
Our approach using the same modalities yields 91% (row
8). Note that this is the best result obtained by using just
two modalities, which shows that a special role has to be
attributed to the content modalities. Our experiments further
reveal that the other modalities (not used by [2]) can also
contribute positively. Adding metadata (row 6) yields 92.8%
and adding the comments as a third modality (row 4) pushes
performance to approx. 95%. The fusion of all four modalities
(rows 1-3) surpasses even the 95% mark. This performance
improvement comes at the cost of model complexity, which

ranges from 2,450 parameters for the metadata modality, to
177M parameters for textual modalities (BERT), to 380M
parameters for full multimodal processing. The improvement
over the baseline in [2] has (at least) two reasons: i) we use
two additional modalities that are useful for the task and ii)
we fine-tune all input streams (including the BERT model),
which alone yields around 2% performance gain (from 86%
to 88%). Finally, from the experiments in rows 1-3 we observe
that all three fusion strategies yield similarly good results.

V. CONCLUSION

We proposed a multimodal architecture for the detection of
information disorder, which incorporates not only the content
of a social media postings but also metadata and secondary
content related to the post. The additional modalities im-
prove performance, which indicates that they contribute useful
information. Our evaluation clearly shows that multimodal
processing is superior to monomodal processing. The fact
that each modality in itself can contribute positively further
demonstrates that the proposed multilevel fusion strategy
adequately combines the structurally different modalities. In
follow-up research, we plan to integrate a social network
graph connecting postings, comments, and users as additional
modality, which has shown to contribute positively to fake
news detection in [14].
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