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Abstract

The semantic web contains a large amount of data in the form of knowl-
edge graphs (KGs). KGs, made in Resource Description Framework
(RDF) data model, provide a way to represent knowledge from hetero-
geneous, non-integrated, and inconsistent data. Simple Protocol and
RDF Query Language (SPARQL), a query language, is used to build
queries and retrieve the information to access the data in KGs. Working
with SPARQL to express information needs and explore KGs is difficult
for users who are unfamiliar with query languages and the structure of
the underlying KGs. Consequently, question answering over KGs has
emerged to make them more accessible and seek answers to questions
expressed in a natural language manner.

This thesis aims to delve deep into the research of answering natu-
ral language questions posed by users across KGs. Question answering
over KGs is a challenging task that targets designing systems that are
capable of answering users’ questions using the RDF facts stored in KGs.
This thesis focuses on providing approaches to retrieve answers to factoid
questions, either simple or complex.

To assist end-users in accessing KGs created on small and medium
scales, a semantic parsing-based approach is proposed, including the of-
fline phase and the semantic parsing phase. The main objective of this
approach is to generate training samples in the offline phase and then use
the samples to train machine learning models employed in the semantic
parsing phase to parse a given input question and automatically find the
corresponding SPARQL query. To showcase the proposed approach, a
KG describing touristic entities is applied. Furthermore, a graph-driven
approach is proposed to bridge the gap between natural language ques-
tions and SPARQL queries in huge KGs. Given a question, a graph is
built to represent the question’s intention as well as a subgraph of the
underlying KG is extracted to reduce the huge search space. Then, the
question graph is matched over the subgraph to find a query graph corre-
sponding to a SPARQL query, and finally, the query is executed to return
the answers. Experiments are conducted to evaluate the approach and
exhibit its results.

The achieved results of the proposed approaches indicate the per-
formance in terms of recall, precision, and F1-score and improvements
compared to the state-of-the-art. However, there still exists much space
for improvement of question answering over KGs.
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1. Introduction

1.1 Overview

Knowledge graphs (KGs) are an emerging semi-structured form of knowl-

edge representation promoted by the semantic web communities to

present real-world entities, properties, and relations between these en-

tities as graphs. The semantic web has supported the emergence of an

enormous amount of information in the form of KGs. KGs, represented

in Resource Description Framework (RDF), consist of RDF triples (or

facts1) in the form of subject-predicate-object.

Question answering (QA) over KGs is a developing research area [1, 2,

3] that brings together research from semantic web technology, machine

learning (ML), and natural language processing (NLP) to create and

develop systems that make KGs accessible to users. Simple Protocol

and RDF Query Language (SPARQL) is a flexible query language that

allows writing queries for retrieving information over KGs. However,

working with SPARQL is difficult or even impossible for end-users who

are not familiar with query languages and data structures, reinforcing the

importance of QA over KGs. To provide KG-based question answering

systems (KGQASs), there are mainly three research directions. The first

is to rely on rules to answer questions [4, 5, 6]. The second is information

retrieval-based KGQASs that first retrieve all candidate answers and

then choose the most appropriate answers [7, 8, 9]. Finally, there is

a possibility to parse natural language questions (NLQs) and convert

them to executable queries [10, 11, 12].

The focus of this thesis is to design and build semantic parsing-based

KGQASs to automatically search a collection of triples and find the an-

swer to a question. For example, in the healthcare domain, given the

question “Which cancers share at least one protein with breast cancer?”,

the answers are retrieved from the triples containing the information.

1The terms triple and fact are used interchangeably in this research.
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1.2. Motivation

1.2 Motivation

Today, people are surrounded by a massive amount of data, so they

prefer to get an exact and precise answer to a question in a natural way

rather than exploring and identifying it from such a large amount of

data [13]. Not only do people incline to get straight answers to their

questions in daily life (e.g., “where is the nearest bus station?”), but also

industrial scenarios such as manufacturing and health explicitly deal with

QA in their processes (e.g., “How many failures associated with scrapped

boards in a given time frame?”, “What are the symptoms of COVID-

19?”) [13]. These examples demonstrate how QA systems (QASs) have

a significant influence in everyday life, as well as industry [14]. It is no

wonder that there is no traditional web search in the future vision, and

QASs effectively create a strong brand image.

Recent advancements such as the development of language models

like OpenAI’s ChatGPT2 or virtual assistants like Siri3, are capable of

answering questions in a conversational manner. In light of these trends,

the development of effective QASs over KGs is a crucial area of research,

especially when it comes to handling complex queries that require a deep

understanding of the underlying knowledge. This is where KGs come

into play, as they provide a structured representation of knowledge that

can be leveraged to enhance the accuracy and efficiency of QASs.

In the context of the data web and standards like RDF, KGs are

being extensively developed and enriched to represent, model, publish,

and store data in a semantically structured way [15]. In addition to the

surge of adopting KGs in large and well-known brands and companies

(such as NASA4, and Netflix5), medium-sized enterprises (SMEs) (such

2https://openai.com/blog/chatgpt/
3https://www.apple.com/es/siri/
4https://www.nasa.gov/
5https://www.netflix.com

3 of 220

https://openai.com/blog/chatgpt/
https://www.apple.com/es/siri/
https://www.nasa.gov/
https://www.netflix.com


1. Introduction

as Onlim6) are now harnessing the power of KGs to revolutionize their

business, revealing hidden insights and accelerating product development

cycles [16].

Furthermore, research projects like WordLiftNG [17], and KI-Net [18],

that this work is a part of, add explicit motivation use cases and scenar-

ios for applying KGs within the market and unlocking hidden knowledge

to users through QA over KGs. The WorLiftNG project aims to con-

struct SEO-friendly websites using KGs for SMEs (e.g., in the domain of

tourism) and the KI-Net project aims to build intelligent blocks for opti-

mizing industrial manufacturing processes (e.g., using KGs for represent-

ing data generated by different machines during manufacturing processes

and then answering the arising questions relating to the production pro-

cess). Another use case that constitutes an additional motivation is to

make health information on smell and taste disorders accessible to users

by creating a KG with real data from Smell and Taste Center in Hospital

Gelderse Vallei7.

Exploring and querying KGs representing heterogeneous and incon-

sistent data is an elusive and long-standing challenge [19]. Despite the

advancement in QA over KGs, an immense effort still is required to de-

velop and improve KGQASs and facilitate access to knowledge stored in

KGs [20]. The questions that humans tend to are straightforward and

factoid questions beginning with WH words, such as what, where, who,

whose, when, which, and how many (e.g., “When does Mozart Week be-

gin?”, “What ski resort has the most slopes in Austria?”) [21]. Overall,

the exponential growth of KGs in various domains and meeting users’

information needs by obtaining direct answers to their factoid questions,

motivate the research interest in designing and developing solutions to

answer questions asked by users.

6https://onlinecompany.com/
7https://www.geldersevallei.nl/home
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1.3. Challenges and Research Questions

1.3 Challenges and Research Questions

This section introduces the major challenges addressed in this thesis and

then formulates the research questions.

The primary challenges that are addressed in this thesis to design and

build semantic parsing-based KGQASs are summarized as follows:

• Search Space: Large KGs such as DBPedia [22] with millions or

billions of facts are ideal sources for answering factoid questions

[23, 24]. The presence of this large number of facts involves millions

of entities and thousands of relations. Considering the whole such

large KGs for each question is an intricate challenge in KGQASs.

For efficiency, these systems require pruning irrelevant parts of the

underlying KG and reducing search space by extracting subsets

that capture answers with respect to input questions.

• Training Examples: Despite numerous possibilities to use ML tech-

niques to develop KGQASs, training data is a critical challenge

since training examples are hardly available in real settings. For

example, there is often little or no training data to develop QASs

across small and medium-scaled KGs that are mainly created in

SMEs.

• Lexical Gaps: Since questions are posed by end-users based on their

own vocabularies, questions can be expressed differently. Bridging

the lexical gaps and ambiguities between questions and KGs’ vo-

cabularies is another challenge in KGQASs. For example, the rela-

tion “leader” can be expressed in multiple ways such as “manager”,

“head”, or “master”.

In light of the motivation and described challenges, the underlying hy-

pothesis of this thesis is as follows: “Semantic web technologies,

ML, and NLP can improve the performance of QA over KGs.”
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1. Introduction

The formulated hypothesis determines the research questions that

are the thesis’s basis. This work intends to seek the research questions

to evaluate the hypothesis and then prove or reject it. The research

questions are summarized as follows:

RQ1

How to bridge the gap between NLQs (i.e., unstructured) and

SPARQL queries (i.e., structured) in semantic parsing-based

KGQASs?

RQ2

How to extract a subset of a huge KG for a posed NLQ that reduces

the size of the KG while covering the answer?

RQ3

How to alleviate the problem of insufficient amount of training data

in QA over KGs in SMEs?

RQ4

How to overcome ambiguities in questions’ phrases and KG’s vo-

cabularies?

1.4 Research Methodology

This section presents an overview of this thesis’s research methodology.

The research methodology consists of the following steps:

• Literature Review: The initial step is to understand the problem,

recognize what has been concluded in this research area, and iden-

tify research gaps. The literature review includes the reviews of

the scientific papers, following the scope of the work, using seman-

tic web, ML and NLP technologies. This investigation to explore
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1.4. Research Methodology

different research conducted to provide QA over KGs, helps to find

the research gaps. The result of this exploration is represented

in Chapter 2. Moreover, to collect the research requirements, the

documents describing the requirements of the WordLiftNG project

and the KI-Net project are examined.

• Design and Implementation: After performing a literature review

and understanding the project requirements, the next step is to

design an approach and perform the implementation. The case

studies are undertaken inline with the projects’ requirements and

identified research gaps. To fulfill RQ1, according to the outcomes

of the literature review, a need to design and develop a semantic

parser to convert NLQs to SPARQL queries is recognized. There-

fore, a solution leveraging NLP and ML techniques concerning the

size of the KGs is modeled. To identify answer search space re-

duction in huge KGs (RQ2), Personal Page Rank (PPR) [25] is

adopted to design a new approach for extracting a part of the KG

as a knowledge subgraph that is likely to contain the answer to

a particular input question. Moreover, a solution is developed to

generate training examples and accomplish RQ3 according to the

literature review and the requirements of the WordLiftNG project.

Meanwhile, NLP techniques such as word embedding and semantic

similarity are applied to overcome the ambiguities between NLQs

and KGs and output RQ4.

• Evaluation: The designed and developed approaches for the con-

ducted case studies are derived from the projects’ requirements and

standard evaluation metrics, including recall, precision, and F1-

score. Moreover, the achieved experimental results are compared

to the state-of-the-art. Details of the evaluation are discussed in

Section 3.6, Section 4.5, and Section 5.5

7 of 220



1. Introduction

1.5 Contributions and Discussion

This section discusses the core contributions of this thesis based on the

described research questions in Section 1.3.

• This thesis contains two contributions to bridging the gap between

NLQs and SPARQL queries (RQ1). The first contribution is defin-

ing query patterns based on graph isomorphisms and automatically

mapping questions into the query patterns according to the ques-

tions’ grammatical information. More details are given in Section

3.5.3. The second contribution is to build a semantic parser in

order to convert NLQs into graphs as intermediate forms. More

information can be found in Section 5.4.2.

• The research on how to narrow down search space in KGs (RQ2)

led to introducing of a generic approach to extract knowledge sub-

graphs for a given input NLG which greatly decreases the size of

the KG while covering the answers. A detailed description of the

proposed approach is given in Chapter 4.

• The work on how to overcome the training data problem in SMEs

triggered a semi-automatic generic approach to creating training

data using RDF triples stored in KGs. The approach is discussed

in Section 3.5.2.

• This thesis presents two contributions to tackle ambiguities be-

tween question sentences and KGs’ vocabularies (RQ4). In the

first contribution, different similarity measurements and embed-

ding words are applied, discussed in Section 3.5.3.2 and Section

5.4.3. The second contribution is to take advantage of the proba-

bility distributions described in Section 3.5.3.3.
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1.6 Structure of the Thesis

This section outlines the organization of this cumulative thesis and

presents the publications that contributed to the thesis. It consists of

the following chapters:

• Chapter 2: A study has been conducted to get an overview of pos-

sible means to fetch relevant content over different information re-

sources on the web that is found in Chapter 2. This study presents

the state-of-the-art in the area of QA over KGs. This chapter cor-

responds to the publication “Interactive Search on the Web: The

Story So Far” published in Information journal.

• Chapter 3: A new approach to developing KGQASs over small and

medium-scaled KGs is presented8. The corresponding publication

is “Question Answering over Knowledge Graphs: A Case Study in

Tourism” published in IEEE Access journal.

• Chapter 4: It contains contributions on an approach for extract-

ing a small subset from a big KG as a knowledge subgraph that is

relevant to a given NLQ9. The corresponding publication is “Build-

ing Knowledge Subgraphs in Question Answering over Knowledge

Graphs” in the 22nd International Conference on Web Engineering.

• Chapter 5: A data-driven approach for QA over huge KGs is de-

scribed in this Chapter10. The corresponding publication is “Ques-

tion Answering over Knowledge Graphs: A Graph-Driven Ap-

proach” in the 21st IEEE/WIC/ACM International Conference on

Web Intelligence and Intelligent Agent Technology.

8The code is available at https://github.com/sareaghaei/SMEKGQA
9The code is available at https://github.com/sareaghaei/SBKGEX

10The code is available at https://github.com/sareaghaei/GDQA
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1.7 Preliminaries

This section introduces the core concepts and technologies from semantic

web (Section 1.7.1), ML (Section 1.7.2) and NLP (Section 1.7.3) used in

this thesis as well as an overview of QASs (Section 1.7.4).

1.7.1 Semantic Web

The semantic web, an extended version of the current web, brings struc-

ture and meaning to the information described in web pages [26]. The

semantic web includes a set of standards and technologies (such as on-

tologies, data interchange formats, and query languages) to represent the

information in a machine-processable structure. In the following, a brief

introduction to semantic web technologies [27] is presented, and then

KGs powered by semantic web technologies are explained.

• Semantic Web Technology: Semantic web technologies provide so-

lutions for integrating and making sense of heterogeneous data [28].

Here, RDF and SPARQL are described as part of the standards in

the semantic web technologies that this thesis relies on.

RDF is a standard model to describe resources with statements.

A statement (or triple or fact) comprises three parts, the subject,

the predicate, and the object [29, 30]. The subjects and predicates

are Uniform Resource Identifiers (URIs), and the objects are either

URIs or literals.

SPARQL is a structured query language proposed by W3C to query

RDF data through following a triple- or graph pattern. A triple

pattern is an RDF triple in which zero or more variables might

appear. SPARQL holds similarities (e.g., projection, join, union,

constraint) with the role of Structured Query Language (SQL) as

it pertains to relational databases [20].

10 of 220



1.7. Preliminaries

• KGs: The term KG was coined by Google in 2012 as a backbone

of a new web search strategy [31]. A KG is a graph-structured

model that stores factual information in the form of semantically-

interrelated relationships between real-world entities. In contrast

to relational databases, this information is semi-structured as a

graph rather than structured [32]. Graph structures for represent-

ing knowledge have a long history in the fields of logic and artificial

intelligence (AI) and are known as semantic networks.

The representation of the information in the KG using RDF is

viewed as RDF KG promoted by the semantic web from the early

days [33]. A formal definition of KG is as follows [32]:

A KG G = (E, R, L, C) is a tuple of pair-wise disjoint sets E, R,

L, and C correspond to the set of entities, relations, literals, and

types or classes, respectively [34]. A statement in G is modelled as

a triple (h, r, t), with h ⊂ E ∪ R ∪ C, r ⊂ R, and t ⊂ E ∪ R ∪ L ∪ C

[34].

In the above definition, an entity e ⊂ E is a real-world or abstract

object determined by a URI. A relation r ⊂ R describes entities

identified by a URI. A literal l ⊂ L represents value of a datatype

(e.g., date, string, integer). A Class c ⊂ C is a set of logically-

relevant entities with similar characteristics.

Thus, the insertion of the data instances into ontological terms be-

comes an RDF KG in which entities (i.e., subjects and objects) are

the nodes of the graph and relations (i.e., predicates) are the edges

of the graph [35]. In an RDF KG, the subject and the predicate

are identified by URIs, while the object includes a URI or a literal.
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Figure 1.1: Examples of simple and complex questions.

In the past years, several publicly available KGs have been de-

veloped, such as DBpedia, Wikidata [36], YAGO [37], Google’s

Knowledge Graph [38], or NELL [39]. Despite the generic and

open-world KGs, KGs are growingly adopted for a wide range of

settings such as tourism [40], news and media [41], healthcare [42],

and manufacturing [43].

Figure 1.1 illustrates a snippet of DBPedia in which knowledge

about the University of Innsbruck is encoded (note that the prefixes

“dbr”, “dbp”, “dbo”, and “rdfs” refer to the namespace URIs, e.g.,

“dbr” denotes http://dbpedia.org/resource/).

1.7.2 Machine Learning

ML, a discipline of AI, targets to imitate the way that humans learn

to develop machines [44]. Thus, machines find the ability to learn from

data and past experiences while discovering hidden patterns to make

predictions with minimal human intervention [45].
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A formal definition of ML, widely quoted, is “a computer program is

said to learn from experience E with respect to some class of tasks T and

performance measure P if its performance at tasks in T, as measured by

P, improves with experience E” [46]. In this definition, the experience E

refers to data, making ML a data-driven, black-box, or empirical method

[47]. The task T represents the application field of ML models (e.g., a

classification task). The performance measure P measures how well the

task is performed, namely how accurate the model fits the data and can

predict [47].

Based on the given problem and the available data, there are three

types of ML, supervised, unsupervised, and reinforcement learning [47,

48]. Supervised learning deals with input data and labels, such as clas-

sification tasks [49]. In contrast, unsupervised learning does not have

labels of data values and reveals a hidden pattern from the data cluster

[49]. Reinforcement learning determines the best actions to maximize

rewards earned by agents while achieving a specified goal [50].

The family of artificial neural networks [51] is of significance because

its flexible structure allows it to be adjusted for a wide range of settings

across all three types of ML [52, 53]. A neural network, inspired by way of

information processing in biological nervous systems, includes mathemat-

ical representations of connected processing units called artificial neurons

[52]. The neurons are organized into networks with different layers (i.e.,

input layers, hidden layers, and output layers). The number of layers and

neurons (i.e., hyperparameters) needs to be set manually or identified by

an optimization technique. Deep learning [54] uses deep neural networks

(more than one hidden layer) fed with data to automatically discover a

representation needed for the given learning task.
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1.7.3 Natural Language Processing

NLP, the intersection of AI and linguistics, began in the 1950s [55]. NLP

deals with analyzing human communication and enabling machines to

work with text. NLP is defined as “Natural language processing employs

computational techniques for the purpose of learning, understanding, and

producing human language content” [56].

In this thesis, entity linking (EL), syntactic analysis, and word em-

beddings, as part of the main NLP paradigms, are used and described as

follows.

• EL: This, known as record linkage or entity resolution, empowers

NLP applications by linking each relevant named entity mention

found in a text to an appropriate entry in a knowledge base (e.g., a

KG) [57]. The mentions are recognized by the task of Named Entity

Recognition (NER). NER deals with identifying and tagging the

mentions with their respective types (e.g., person, location). EL

can be viewed as the disambiguation of the mentions [58].

• Syntactic Analysis: This involves the analysis of the words in a sen-

tence by following the sentence’s grammatical structure [59]. The

syntactic analysis pipelines perform tokenization, Part Of Speech

(POS) tagging, lemmatization, and dependency parsing [59]. To-

kenization is the task of breaking and separating a piece of text

into smaller units (e.g., words) called tokens. POS tagging refers

to marking a word in a text to a corresponding part of a speech

tag, depending on the definition and context. Lemmatization is

a process of determining a base or dictionary form (lemma) for a

word depending on its meaning. Dependency parsing is a process

of examining the dependencies between the words of a sentence in

order to determine its grammatical structure.
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• Word Embedding: This, an integral part of NLP, is the task of

representing words in a shared vector space. Word embedding

techniques learn a numerical representation for words that are

categorized into non-contextual and contextual techniques. Non-

contextual models (e.g., Word2Vec [60], GloVe [61]) generate a sin-

gle representation for a word that could be used in different sen-

tences with different meanings. Contextual models (e.g., BERT

[62]) take into consideration the contexts of words and learn con-

textual embeddings for the words.

1.7.4 Question Answering Systems

QASs have a pretty long history in computer science starting from late

1960 with the intention of satisfying the need to query information con-

tent available in various formats [63, 64]. The first QAS, namely Baseball

[65], was developed to access data over databases (i.e., structured data)

[64], followed by QASs over text (i.e., unstructured data) referred as

information retrieval (IR)-based QASs. IR-based QASs find a small por-

tion of text that contains the answer to a question from a collection of

documents. In the last two decades, QA over KGs (i.e., semi-structured)

has gained attention with the semantic web’s emergence.

QA over KGs is the task of extracting answers in response to NLQs

across the KGs. NLQs are categorized into factoid, hypothetical, causal,

and confirmation questions [66].

• Factoid questions: These questions are factual, starting with WH

words (e.g., who, where), and expecting answers are mostly entities.

For example, “What is the phone number of the ski-resorts that

open in October?”

• Hypothetical questions: These questions are based on suppositions

and have no specific answers. For example, “What would happen
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if governments fail to police the tourism industry properly?”

• Causal questions: These questions seek explanations, reasons, or

elaborations for certain occurrences or things. For example, “How

can tourism have a negative impact on the economy?”

• Confirmation questions: These questions are answered in a yes or

no form through verification and justification. For example, “Is

Mozart Week a classical music festival in winter?”

Factoid questions, the most asked type of NLQs, are classified into

simple questions and complex questions based on the number of KG

triples required for reasoning to provide answers.

• A simple question, called single-hop question, is a factoid question

requiring one-hop reasoning over facts stored in the KG. For exam-

ple, “When was the University of Innsbruck founded?” is answered

through one fact11 over the KG presented in Figure 1.1.

• A complex question, namely multi-hop question, is a factoid ques-

tion requiring two or more facts of the KG. For example, “What

country is the university of Innsbruck located in?” requires 2-hop12

reasoning as illustrated in Figure 1.1.

1.8 Conclusion and Future Work

The main objective of this research is to propose and develop KGQASs

to make accessible the knowledge stored in KGs. To achieve the research

objective and overcome the research challenges (discussed in Section 1.3),

the research problem is broken down into four research questions accord-

ing to the defined hypothesis. The validation of the hypothesis requires
11(University_of_Innsbruck, foundingDate, 1669-10-15)
12(University_of_Innsbruck, city, Innsbruck), (Innsbruck, country, Austria)
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answering the research questions as mention in Section 1.3. A summary

of answers toward the research questions is given as follows.

RQ1- How to bridge the gap between NLQs (i.e., unstructured) and

SPARQL queries (i.e., structured) in semantic parsing-based KGQASs?

This research question is addressed by training a classifier to auto-

matically map a given NLQ to a corresponding query pattern in QA over

small or medium-scaled KGs. The query patterns are established based

on isomorphic graphs and structural equivalence of SPARQL queries.

Furthermore, in the proposed approach to developing QA over huge KGs,

an intermediate form, namely question graph, is introduced to represent

the intention of an input NLQ. The grammatical structure of NLQs is

taken into account to transform NLQs to question graphs.

RQ2- How to extract a subset of a huge KG for a posed NLQ that

reduces the size of the KG while covering the answer?

Given an NLQ, extracting a small subset from the KG reduces the

search space and makes the final answer extraction process more straight-

forward. To obtain subsets and address the RD2, a new approach is pro-

posed, including three major stages: topic entity identification, neigh-

borhood retrieval, and knowledge subgraph retrieval. The proposed ap-

proach maps entity mentions appearing in a question sentence with their

corresponding entities (called topic entities) in the KG and then forms

a neighborhood graph by retrieving entities and edges with a maximum

distance. To find the more relevant facts from the neighborhood graph, a

rank score is calculated for each node through a bi-directed propagation

process based on PPR.

RQ3- How to alleviate the problem of insufficient amount of training

data in QA over KGs in SMEs?

A semi-automatic approach is designed generating questions with

their answers (i.e., the training data) over RDF triples to address this
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research question. The main reasons for proposing a semi-automatic so-

lution include (1) generating questions manually would be too costly and

require a certain level of knowledge of the underlying KG’s domain, and

(2) automatically generating questions using neural networks or natural

language models requires large KGs to achieve good performance that

are rarely available in SMEs. In the proposed approach, a set of RDF

templates is defined based on the maximum number of hops in complex

questions. Then, these RDF templates are utilized to generate NLQs

through querying the KG and verbalizing query results.

RQ4- How to overcome ambiguities in questions’ phrases and KG’s

vocabularies?

A way is introduced to apply several techniques such as n-gram, string

similarity metrics, and word embeddings to tackle the task of entity link-

ing. In addition, a classifier is trained to predict the probability dis-

tribution of the relations. Thus, the way to perform entity linking as

well as training the classifier to extract relations address this research

question for the proposed approach in QA over small and medium-scaled

KGs. Furthermore, RQ4 is answered by exploring the idea of employing

structural similarity, string similarity, word embeddings, and semantic

networks in the introduced solution for developing QASs over huge KGs.

The answers to the research questions conclude that the hypothesis

is successfully validated and indicate that the semantic web technologies,

ML, and NLP can improve the performance of QA over KGs.

The list of the publications resulting from this research is available

on page 170 as well as the other related scientific publications completed

during the PhD term.

Although this research discusses several contributions and has the

potential to make a significant impact, there are some limitations (as

described in Section Section 3.7 and Section 5.5.3) that should be ac-
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knowledged. To develop QASs across small and medium-scaled KGs,

the proposed semi-automatic approach for generating questions excludes

questions with low frequency. The exclusion of the rare questions induces

misclassifications and consequently limited performance. Moreover, the

slot filling and query execution step lacks ranking techniques and consid-

ers all the permutations. While incorrect permutations negatively affect

performance due to the increase in false positives. Also, in QA over huge

KGs, the assumption of the availability of at least one topic mention in

an input question limits the work as some questions may be no topic

mention. Moreover, further investigation is required to define the trans-

formations rules and generate question graphs and the work should be

tested on more datasets. While the experimental results (either QA over

KGs in SMEs or QA over huge KGs) are positive, the effectiveness and

efficiency of approaches have not been tested in real settings. The poten-

tial future work can address the mentioned limitations and exploit this

research in a real-world application to evaluate its efficiency with regard

to different criteria such as time response.

This research direction is still continuing, and several issues and chal-

lenges need to be tackled by further research. In the following, future

directions are discussed.

• Scalability is a key challenge in KGQASs and its lack leads to the

performance issue, especially in terms of response time [67]. For

example, as the size of the KGs increases, the time to perform tasks

such as search also increases. It would be significant to further

develop some techniques, such as parallelization and indexing, to

design scalable KGQASs. A similar problem has also been noted

by other studies such as Diefenbach et al. [14] or Hu et al. [67].

• A robust KGQAS is able to answer various types of questions (e.g.,

yes/no questions or even syntactically incorrect factoid questions),
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while this thesis focuses on well-formulated factoid questions and

may fall short of the other questions. Therefore, answering differ-

ent types of questions can be considered as further future research

direction to address the robustness.

• Multilinguality is an open challenge in QA over KGs. A multilin-

gual KGQAS refers to answering questions in a different language

from the underlying KG or answering questions with the same lan-

guage as the KG but supporting different languages (e.g., German

and English).

20 of 220



2. Interactive Search on the Web: The Story So Far

Chapter 2

Interactive Search on the Web: The Story So Far

Contents
2.1 Abstract . . . . . . . . . . . . . . . . . . . . . . 23
2.2 Introduction . . . . . . . . . . . . . . . . . . . 24
2.3 Survey Methodology . . . . . . . . . . . . . . 28
2.4 Keyword Search Engine . . . . . . . . . . . . 29

2.4.1 Current State of the Art and Related Works 30
2.4.2 Process Model . . . . . . . . . . . . . . . . . 31
2.4.3 Data Preparation and Representation . . . . 32
2.4.4 Common Methodologies . . . . . . . . . . . . 33
2.4.5 Categories . . . . . . . . . . . . . . . . . . . . 34
2.4.6 Summary . . . . . . . . . . . . . . . . . . . . 35

2.5 Semantic Search Engine . . . . . . . . . . . . 35
2.5.1 Current State of the Art and Related Works 36
2.5.2 Process Model . . . . . . . . . . . . . . . . . 38
2.5.3 Data Preparation and Representation . . . . 41
2.5.4 Common Methodologies . . . . . . . . . . . . 43
2.5.5 Categories . . . . . . . . . . . . . . . . . . . . 44
2.5.6 Summary . . . . . . . . . . . . . . . . . . . . 45

2.6 Question Answering System . . . . . . . . . . 46
2.6.1 Current State of the Art and Related Works 47
2.6.2 Process Model . . . . . . . . . . . . . . . . . 48
2.6.3 Data Preparation and Representation . . . . 51
2.6.4 Common Methodologies . . . . . . . . . . . . 52
2.6.5 Categories . . . . . . . . . . . . . . . . . . . . 54
2.6.6 Summary . . . . . . . . . . . . . . . . . . . . 55

2.7 Dialogue System . . . . . . . . . . . . . . . . . 56
2.7.1 Current State of the Art and Related Works 57

21 of 220



2. Interactive Search on the Web: The Story So Far

2.7.2 Process Model . . . . . . . . . . . . . . . . . 58
2.7.3 Data Preparation and Representation . . . . 59
2.7.4 Common Methodologies . . . . . . . . . . . . 60
2.7.5 Categories . . . . . . . . . . . . . . . . . . . . 62
2.7.6 Summary . . . . . . . . . . . . . . . . . . . . 63

2.8 Chatbot . . . . . . . . . . . . . . . . . . . . . . 64
2.8.1 Current State of the Art and Related Works 65
2.8.2 Process Model . . . . . . . . . . . . . . . . . 66
2.8.3 Data Preparation and Representation . . . . 67
2.8.4 Common Methodologies . . . . . . . . . . . . 68
2.8.5 Categories . . . . . . . . . . . . . . . . . . . . 70
2.8.6 Summary . . . . . . . . . . . . . . . . . . . . 72

2.9 Future of Search on the Web . . . . . . . . . 73
2.10 Discussion . . . . . . . . . . . . . . . . . . . . . 75
2.11 Conclusions . . . . . . . . . . . . . . . . . . . . 76

22 of 220



2.1. Abstract

2.1 Abstract

Search on the web, specifically fetching of the relevant content, has been

paid attention to since the advent of the web and particularly in recent

years due to the tremendous growth in the volume of data and web

pages. This paper categorizes the search services from the early days

of the web to the present into keyword search engines, semantic search

engines, question answering systems, dialogue systems, and chatbots.

As the first generation of search engines, keyword search engines have

adopted keyword-based techniques to find the web pages containing the

query keywords and ranking search results. In contrast, semantic search

engines try to find meaningful and accurate results on the meaning

and relations of things. Question-answering systems aim to find precise

answers to natural language questions rather than returning a ranked list

of relevant sources. As a subset of question answering systems, dialogue

systems target to interact with human users through a dialog expressed

in natural language. As a subset of dialogue systems, chatbots try to

simulate human-like conversations. The paper provides an overview

of the typical aspects of the studied search services, including process

models, data preparation and presentation, common methodologies, and

categories.

Keywords: Search on the Web, Keyword Search Engine, Semantic
Search Engine, Question Answer System, Dialogue System, Chatbot, Seman-
tic Web, Natural Language Processing, Review

Publication: Sareh Aghaei, Kevin Angele, Elwin Huaman, Geni Bushati,
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2.2 Introduction

The immense amount of data on the web has created the need for

search services to explore and fetch the desired information. With the

widespread use of the internet of things and social networks, it is expected

to have a further substantial increase in the amount of data generated

[68, 69]. Although estimation of the actual amount of data available on

the web is difficult, there are some astounding numbers. In 2020, 1.7 MB

(Megabytes) of data has been created every second by every person and

463 EB (Exabytes) of data will be generated each day by humans as of

20251. So, with the huge amount of data being generated, it is irrefutable

that finding the needed information on the web requires search services

which embody extremely powerful and valuable tools for fetching any

sort of information from the web [70].

A vast number of techniques and approaches have been proposed to

provide search services on the web since the advent of the web [71, 72].

Search services can be essentially viewed as answering machines. Search

engines such as Google, Baidu, and Yahoo, with the most traffic [72],

scour billions of pieces of the web and evaluate thousands of factors to

determine which content is most likely to be relevant [73]. Here, key-

word search engines, semantic search engines, question answering sys-

tems (QASs), dialogue systems, and chatbots can be considered as the

main proposed types of search services.

To the best of our knowledge, there is no literature review dedicated

to categorizing and discussing all search services on the web as well as

the ways in which they are interrelated. Existing research focuses on

either one type of search services (such as [74, 75, 76]) or two types

of services (such as [70, 77]). The various presented studies (Sections

1https://www.weforum.org/agenda/2019/04/how-much-data-is-generated
-each-day-cf4bddf29f/
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2.4.1, 2.5.1, 2.6.1, 2.7.1 and 2.8.1) mostly conduct a detailed review of

one aspect (such as mainstream techniques or categories) while our work

investigates different directions (i.e., process models, data preparation

and presentation, common methodologies and categories). Moreover, we

offer a complete picture of the timeline of the evolution of search services

which is missing in the literature.

Keyword search engines, as the first generation of search engines,

are keyword-based and have been widely used under the hyperlink data

environment [70]. They have adopted the keyword-based technique to

find the web pages containing the query keywords and ranking search

results [78]. Therefore, it is not easy to get an accurate result as they do

not know the exact meaning of the keywords used [79].

Semantic search engines are meaning-based and have become known

since the web 3.0 [80]. They make efforts to find meaningful and accu-

rate results upon the meaning and relations of the words [66, 81]. Clas-

sification of semantic search engines over user interaction mode include

keyword-based semantic service, form-based semantic service, view-based

semantic service, and natural language-based semantic service [82].

QASs can give users precise answers to the questions presented in

natural language [83]. Given a user’s natural language question, the

system converts the question to a query and then submit the query to

the search engine. Afterward, the system extracts all relevant answers

from the search results and finally selects the most desired answers to

return [84]. QASs fall into different groups based on the type of answer,

including sentence/paragraph-answer based QAS, yes/no-answer based

QAS, multimedia-answer based QAS, opinionated-answer based QAS,

dialogue-answer based QAS [66].

Dialogue systems (also referred to as conversational systems) are a

subset of QASs targeting to interact with humans through a dialog ex-
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pressed in natural language. The process model of a dialogue system is

composed of three layers: user experience, conversation engine, and data

layer. The conversation engine layer, as the middle layer of the model,

include natural language understanding, dialogue manager, and natural

language generation [85]. The dialogue systems can be divided into two

groups, namely, task-oriented and non-task-oriented systems, from the

aspect of having a task as the goal or not in the dialogue [86]. So the

task-oriented dialogue systems target assisting users in completing tasks,

while non-task-oriented dialogue systems such as chatbots aim to make

conversation with human beings.

Chatbots are designed to simulate human-like conversations [76].

Chatbots’ early and primary role has been constructing extended con-

versations to mimic chats characteristic of human interaction. However,

chatbots have been employed to do practical tasks over time [77, 87].

Chatbots can be divided into three groups upon goals being achieved:

informative chatbots, chat-based chatbots, and task-based chatbots [77].

The interaction of the described search services including keyword

search engines, semantic search engines, QASs, dialogue systems and

chatbots is depicted in Figure 2.1 (e.g., QASs can overlap in some aspects

with semantic search engines or dialogue systems are a subclass of QASs).

Figure 2.1: The interaction of different types of the search services.
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This paper presents the evolution and typical aspects of each search

service such as process models, data preparation and presentation, com-

mon methodologies, categories (depicted in Figure 2.2) and clarifies their

interactions. For each search service, numerous research works have been

introduced and developed since the advent of the web which can not be

described exhaustively in one paper. Therefore, the most typical devel-

opment trends are reviewed over time in this paper.

Figure 2.2: The common categories of different types of the search ser-
vices.

The remainder of the paper is organized as follows. The survey

methodology is given in the next section. In Section 2.4, keyword search

engines are described. Then, semantic search engines are discussed in

Section 2.5. Section 2.6 describes QASs. Dialogue systems and chatbots

are explained in Sections 2.7 and 2.8, respectively. The future of search

on the web is discussed in Section 2.9. Section 2.10 describes the major

findings of the research study. Finally, Section 2.11 concludes the paper.
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2.3 Survey Methodology

For this paper, a typical methodology for doing a survey has been fol-

lowed. The peer-reviewed publications as the primary resource have been

identified using the scholarly indexing services: Google Scholar, IEEE

(Institute of Electrical and Electronics Engineers) Xplore, ACM (Asso-

ciation of Computing Machinery) Digital Library, Scopus, and DBLP

(Digital Bibliography & Library Project). The query terms included

keywords “search engines”, “semantic web”, “semantic search engines”,

“knowledge graphs”, “question-answering systems”, “dialogue systems”,

“chatbots”. The selected time frame to find relevant resources was mainly

from 2000 to the present, as only keyword search engines were extensively

used before. Authors and affiliations of the publications were also used

as keywords to find additional relevant sources of knowledge. Moreover,

the citation count of the papers has been a key criterion to select and

review those. Based on the citation count, for each subsection, the most

known papers were examined and reviewed.

In order to provide a comprehensive investigation for each type of

search service on the web, the search services, including keyword search

engines, semantic search engines, QASs, dialogue systems, and chatbots,

are reviewed in separate sections. Each section consists of six subsec-

tions: current state of the art and related works, process model, data

preparation and representation, common methodologies, categories, and

summary.

Firstly, a short history and definition of search services is given and

its interaction with the other types of search services is shown. Then

the current state of the art and the related works are described in the

following subsection. The process model subsection presents a high level

conceptual model which defines the structure and behavior of the search

service. Next, data preparation and representation are described. The
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primary methodologies to develop the search service are expressed in

the common methodologies subsection. In the categories subsection, the

major groups of the search service are indicated, and finally, a summary

of the search service is given in the summary subsection.

2.4 Keyword Search Engine

In the early years of the web, documents were indexed manually by mak-

ing a list of links hosted on specific web servers. For example, Archie,

as the first internet search engine in 1990, was an index of FTP (File

Transfer Protocol) files that allowed users to create simple requests for

searching files [88]. Due to the increasing growth of the documents on

the web, the indexing approach quickly was replaced by keyword search

engines.

Keyword searching is the most common form of text search on the web

by creating text queries and retrieving information using these keywords.

The keyword search engines have been widely used on the web 2.0 to

explore the documents by considering the links to/from a web page as a

method of determining relevance [80]. Keyword search engines have been

known as syntactic search engines because they depend on keywords as

text in their queries [70]. Some examples of syntactic search engines

include Google, Yahoo, Ask, and Msn [88].

Inline with keyword search engines, metasearch engines target to pass

queries simultaneously to multiple search engines and then collect and

integrate their results to a single result listing at the same time avoiding

redundancy [89, 90]. For example, Metacrawler [91] combines the results

from some of the search engines such as Google, Yahoo, Ask, Msn in-

stead of crawling the web and maintaining its own index of documents.

In contrast to metasearching which is based on just-in-time processing,

federated searching is based on just-in-case processing [92]. Federated
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searching combines a large amount of data into a single repository that

can be searched [93]. For example, Google Scholar as a federated search-

ing system provides a single user interface for searching across scholarly

information [92].

Consider the case of finding and ordering food on the web through

the keyword search engines. The keywords such as “order food online”,

“restaurants in Innsbruck”, “free delivery” have been required to be

searched by users looking for free deliverable meals in Innsbruck and

then only the web pages including the keywords have been returned.

Next, the users had to check the returned pages one by one to find their

desired restaurants and finally order the foods.

2.4.1 Current State of the Art and Related Works

Keyword search engines paved the way for the next generations of search

engines. It is difficult to get an accurate result in keyword search en-

gines as they do not know the exact meaning of the keywords used. So,

polysemy words and synonym words lead to false positive and false neg-

ative, respectively. With the massive amount of data available on the

web, a simple keyword text search is an ineffective solution, and intelli-

gence should be embedded into search engines. Recent efforts are being

made to provide an effective way to search the web that will be treated

in Section 2.5 as semantic search engines.

The history and rise of keyword search engines are studied by Seymour

et al. [88]. Here, various index-based tools and keyword search engines,

including Archie, Gopher, Veronica, Judgehead, Aliweb, Altavista, Ask

Jeeves, and Northern Light, continue to Google, Yahoo! and Bing are

described [94].

In Rahman’s survey [95], the major challenges, issues, and down-

sides of keyword search engines have been discussed in detail. Then, the

30 of 220



2.4. Keyword Search Engine

paper has introduced different non-keyword based approaches, including

semantic search, concept-based search, exploratory search, content-based

search, open domain QA and a computation knowledge engine to address

the keyword searching obstacles. The survey presented by Selvan et al.

[96] offers a review of the ranking algorithms that the keyword search en-

gines use. According to the paper, the ranking algorithms are categorized

into three categories, including link analysis, personalized web search

ranking, and page segmentation algorithms. Further, the paper gives an

overview of the most prominent ranking algorithms of each category. The

Page Rank (PR) [97], Hyperlink-Induced Topic Search (HITS) [98], and

Focused Rank [99] as the main link analysis algorithms, the integrated

page ranking algorithm as the key personalized web search ranking al-

gorithm, fixed-length page segmentation, document object model-based

page segmentation, vision-based page segmentation and combined ap-

proach segmentation as the major page segmentation algorithms have

been discussed in the survey.

According to studies by Tokgoz et al. [100], Hussain et al. [101]

and CheshmehSohrabi et al. [102], Yahoo outperforms Google in image

retrieval (users use one or more keywords to retrieve the relevant image

or images they are looking for) while studies by Uluc et al. [103], Cakir

et al. [104] and Adrakatti et al. [105] reveal contradictory results on the

effectiveness of image search engines and indicate the outperformance of

Google in image retrieval as compared with Yahoo.

2.4.2 Process Model

Although different keyword search engines have various process mod-

els, they are essentially composed of three main components including

information collection component, indexing component and ranking com-

ponent as shown in Figure 2.3:
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1. Information Collection Component: web crawlers are responsible

for collecting information. A crawler (also called spider or bot)

can be assumed as a program that continually browses the web to

collect new pages. The collected pages are used in the indexing in

the next component.

2. Indexing Component: the collected web pages are stored, orga-

nized, and indexed in this component to improve the speed of re-

trieval. When a page is in the index, it is in the running to be

displayed as a result of relevant queries.

3. Ranking Component: this component provides the pieces of content

that evaluate the desired pages for the query, which means that

results are ordered by most relevant to least relevant. The ranking

algorithms which can be applied in the ranking component are

described in Section 2.4.4.

Figure 2.3: Keyword search engine process model.

2.4.3 Data Preparation and Representation

Keyword search engines have been broadly applied in the first and sec-

ond generations of the web. The web 1.0 can be considered as the first

generation of the web, which was ready-only, static, and somewhat mono-

directional. The web 1.0 included websites with static HTML (HyperText

Markup Language) pages that updated infrequently. The web 2.0, as the

second generation of the web is a read-write web with blogs, RSS (Really

Simple Syndication), wikis, mashups, tags, folksonomy, and tag clouds as

its major technologies and services [80]. Therefore, the documents on the
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web, either HTML or XML (Extensible Markup Language), can be con-

sidered the primary underlying resources for the keyword search engines,

which are generally based on the occurrence of words in the documents

and do not determine the intent and contextual meaning of the words.

2.4.4 Common Methodologies

With the increasing number of documents, search engines have the aim

to find the best ranking order to satisfy user’s query [106]. This is a

task done by ranking algorithms. Ranking models assign scores to the

documents representing relevance and similarity between the documents

and the user queries. In general, the existing ranking techniques can be

organized into three groups, as follows:

1. Content-based ranking: these approaches rank the relevant pages

based on pages’ content and keywords. Firstly, the words from the

user query are stripped down to the root. The root words and their

synonyms are considered for the construction of a dictionary. Then

the keywords of each page are compared against the dictionary.

Accordingly to the matches found, the relevancy of each particular

page against the user query is computed as the ranking score.

2. Usage-based ranking: these approaches aim to rank web pages

based on users’ past navigation and retrieval patterns. A ranking

score is assigned to each page which indicates how often they are

viewed on the web. Thus, it determines the page’s relevancy by its

selection frequency. Ranking based on usage only can not guaran-

tee precise results due to the other indications such as time spent on

reading the page, the number of times the page was saved/printed

or added to the bookmarks, and the actions of following the links

of the page are neglected.
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3. Link-based ranking: these approaches compute the ranking scores

based on the links between the pages. For example, from the fact

that a page has many links and references, it is derived that it must

have something interesting to express. The link-analysis-based al-

gorithms are generally computed offline, even before receiving any

query from the user. Here, the popularity of pages is calculated

by building a graph using a set of nodes and analyzing the existing

links in it. The PR algorithm and the HITS algorithm are the most

common examples of linked-based ranking algorithms.

2.4.5 Categories

In general, keyword search engines are divided into the following cate-

gories:

1. Web content mining: these search engines mine the content of web

pages to extract the result by performing different mining tech-

niques and shrink the search data, which become easy to find re-

quired user information [107].

2. Web usage mining: according to the log information stored during

user interactions while surfing the web, user navigation patterns

are discovered. Then the discovered patterns are applied to rank

and fetch the desired pages against user queries [108].

3. Web structure mining: the main idea behind web structure mining

search engines is to discover the structure of web pages based on the

hyper links among them, create a structural summary and finally

use the created the structural summary to extract the pages of

given keywords [107, 108].
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2.4.6 Summary

Keyword searching is the most common form of text search on the web.

The keyword search engines, namely syntactic search engines, create the

text queries and retrieve information using the keywords. There are three

key steps to how most search engines work, including crawling, indexing,

and ranking. To return the web pages in an ordered manner, web page

ranking methods are applied, which can rank the pages in order of their

relevance based on ranking algorithms. The different ranking techniques

used in the keyword searching engines are divided into three approaches:

content-based ranking, usage-based ranking, and link-based ranking. The

PR and HITS as the link-based ranking algorithms are widely used in

search engines. Web content mining, usage mining, and structure mining

are assumed to be the major groups of keyword search engines based on

their applied ranking techniques. Since the keyword search engines can

not intelligently understand the context of what is being searched, they

cannot be seen as an intelligent and effective solution to retrieve the

information on the web.

2.5 Semantic Search Engine

Currently, most of the web’s content is published so that humans can

read it, and machines can identify where the main parts of the content

are a text, a picture, or a link. However, machines cannot understand

the semantic meaning behind them. Moreover, the increasing volume of

data and web pages on the web has shown that traditional search engines

are less suitable to provide the correct answer for users’ questions. For

example, a search engine retrieves information from the web, based on

syntax matching of keywords provided by a user. This means that a

keyword-based search engine will retrieve hundreds of results, which are
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mostly not relevant to the query.

Furthermore, some limitations of traditional search engines are the

lack of a structure when representing information (information is pre-

sented in a non-machine-readable format), heavy usage of computational

power, and insufficient quality when answering long and complex queries.

To overcome these problems, semantic search is required to improve

search accuracy by consuming machine-readable web pages and semantic

annotations.

With the growth of semantic web, semantic search engines have been

fulfilled to search on the web [109]. The primary idea of semantic search

stems from a data searching technique in which a search query intends

to fetch keywords and specify the intent and contextual meaning of the

user’s query. Semantic search engines return relevant data to answer

complex queries, which are restricted to particular entity types. For ex-

ample, a query “Innsbruck restaurants serving Italian pizza” must be

split into different entities such as “Innsbruck”, “Restaurant”, “Pizza”

that represent a city, place and food, respectively. In other words, se-

mantic search enables searching for entities (e.g., things, persons, places)

instead of just strings as keywords. So, in the case of table order, seman-

tic search improves traditional search by relying on data that come from

the semantic web and are supported by semantic web technologies [109,

110].

2.5.1 Current State of the Art and Related Works

In this section, we discuss work that has been done on semantic search

engines. Ilyas et al. [111] propose an abstract conceptual process model

for semantic search engines, which should consist of ontology manager,

web crawler, query builder and preprocessor, and inference engine. In

the work presented by Sánchez-Cervantes et al. [112], a meta-search
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system, called LINDASearch, is introduced to provide information about

the well-known open linked data projects (e.g., DBpedia). LINDASearch

aims to overcome several limitations, including faceted navigation and

data unification over various domains, time optimization, and results’

scalability. Sahu et al. [113] compare several search engines, for instance,

evaluating search queries and their time on retrieving the answers, as

well as the precision of the answers. The authors state that Google has

the best performance, followed by Yahoo and Bing, respectively. Hussan

[114] and Jain et al. [115] survey semantic-based search engines and point

out their pros and cons. The authors state that all the surveyed semantic

search engines use mainly semantic web technologies. They are more

accurate than keyword-based search engines. However, semantic search

engines are still complex to be implemented. For instance, semantic

search engines must focus on hybrid approaches that combine various

ways of interactions, leveraging their advantages [82].

Furthermore, Uren et al. [82] focus on reviewing the user experience

of semantic searches. They describe four ways a user can interact with

semantic search systems: keyword-based, form-based, view-based, and

natural language-based. Some limitations are mentioned for form-based

and view-based approaches, such as those that do not allow relation-

based search and have low performance on showing large ontologies on

an interface. In addition, the keyword-based search is limited to mainly

using syntactic matching techniques, and natural language-based search

provides means to formulate long-tail queries yet require more user in-

teractivity.

Additionally, some limitations for semantic search engines are: the

knowledge acquisition process limits the powerfulness of semantic search

engines [116], and furthermore, there is some work to be done on match-

ing and ranking methods used on semantic search engines, which mostly
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reuse information retrieval techniques [82]. Last but not least, search

engines must rely on high-quality knowledge sources [117]. However, it is

not clear to which degree knowledge sources are correct or complete, e.g.,

Google’s search engine relies on Wikidata, which might contain errors,

duplicates, or missing values.

2.5.2 Process Model

There are several semantic search engines developed from the need for

efficient, accurate, and scalable search on the web, e.g., some instances

of semantic search engines include Kosmix, Kngine, Hakia, Cognition,

Falcons, Lexxe, Scarlet, Sindice, Swoogle, SWSE (Semantic Web Search

Engine), and Watson [115, 118, 119], while all these semantic search en-

gines are developed following specific use cases and are based on different

assumptions, a mutual understanding of the model that relates them to

each other exists. For instance, (a) semantic web documents discov-

ery, (b) indexing, (c) analysis, and (d) interface are the components of

Swoogle [120], (a) Resource Description Framework (RDF) crawler, (b)

document analysis, (c) vocabulary identification, reasoning, and index-

ing, (d) summarization, and (d) interface are modules of Falcon [121],

and (a) Crawler, (b) Query detection and extraction, (c) ontology analy-

sis, (d) query indexing, (e) query processor, (f) ranking, and (g) interface

are components of Hakia [115].

The semantic web allows structuring content on the web to enable

machines to perform tasks that need a level of data interpretation. Se-

mantic search engines are mainly based on semantic web technologies,

including standard data modeling, syntax, schema, and query languages

and protocols. These technologies make semantic search engines work.

In the following, semantic search engines process model (see Figure 2.4)

is described:
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Figure 2.4: Semantic search engines process model.

1. Crawling: a crawler aims to discover documents and collect them.

Like classic search engines, semantic search engines collect data

using crawlers, for instance, crawling RDF documents embedded

on websites. For that, more specialized crawlers have been devel-

oped [122], which provide various methods for crawling data; (1)

direct URL (Uniform Resource Locator) crawling that bootstraps

the crawling process, (2) Google-based crawling, which retrieves hy-

perlinks directly from Google search engine, (3) extracting and fol-

lowing hyperlinks limited to a certain depth and threshold, (4) RDF

crawling that fetches semantic annotations embedded on webpages

[111], furthermore, (5) crawlers that combine previous approaches,

for example, using Google-based crawling to retrieve hyperlinks for

most common words used in a specific language (e.g., English lan-

guage).

2. Indexing: the indexing process analyses the retrieved documents

from the crawling process. For instance, the vocabulary used and

the relationship between resources and metadata about the re-

trieved documents (e.g., last modified) are analyzed. For instance,

Swoogle uses a rational surfer model to rank retrieved documents

[115].

3. Storing: the indexed documents are later on stored in a knowledge

base in the form of graphs, which contain triples (subject, predicate,
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object). The goal of storing the data using semantic technologies

is to facilitate the answer of complex queries [115]. For instance,

there are several graph database systems, such as GraphDB2 and

Neo4J3, which support semantic queries.

4. Querying: after the indexing and storing processes have been done,

the knowledge can be queried, while querying to traditional search

engines return documents, the result of a semantic web search query

is richer than just simple documents. Semantic search engines re-

turn a representation of an entity (note that an entity or a resource

includes web pages, parts of a web page, devices, people and more)

(i.e., classes, properties, and literal values). For this reason, the

query system provided by a semantic search engine should be able

to perform complex search queries, e.g., a user can express the con-

text for a term that he or she is looking for, and the semantic search

engine can disambiguate the term [111].

5. Ranking: the ranking process runs semantic analysis and concept

match between the user’s query and the output produced by the

semantic search engine [115]. The ranking process evaluates sev-

eral semantic and statistical metrics, e.g., context and popularity,

which improve semantic search engines’ algorithm [123]. For in-

stance, Anyanwu et al. [123] propose SemRank that applies several

techniques (e.g., semantic association) for analyzing and ranking

relationships between two instances in a knowledge base.

6. Search Interface: “the proof of the pudding is in the eating”, pro-

viding means to access the knowledge base is a crucial part of a

semantic search engine. For instance, it is essential to provide

means that facilitate access to knowledge for humans and machines.
2https://www.ontotext.com/products/graphdb
3https://neo4j.com/

40 of 220

https://www.ontotext.com/products/graphdb
https://neo4j.com/


2.5. Semantic Search Engine

Services like REST (Representational State Transfer) service API

(Application Programming Interface) [120], keyword-based, form-

based, view-based, or natural language-based semantic search sys-

tems must be supported [82].

2.5.3 Data Preparation and Representation

A semantic search engine collects, indexes, and stores richly structured

data sources to later provide querying mechanisms to explore and retrieve

knowledge. Semantics enables machines (e.g., semantic search engines)

to understand the represented data better and discern the entities and

their relationships.

Currently, most of the web’s content is in natural language text, which

raises an open question of whether computers will ever become as fluent

as humans in understanding natural language text to interpret it the

way humans would, for example, understanding entities and relationships

between them. In order to overcome this problem, semantic technology

techniques for retrieving and transforming structured and unstructured

data into a knowledge base paradigm are required. For instance, various

standards, such as RDF4, RDF Schema (RDFS)5, and Web Ontology

Language (OWL) 6, were developed for the syntax and data model [124].

RDF has been published as a standard model for data interchange

and proposed as a graph-based data model. In RDF, a document states

that particular entities have properties with specific values. These are

known as triples (subject, predicate, object). For example, the “Inns-

bruck Restaurant’s phone number is +41 672343247” statement can be

expressed as follows: a subject denoting “Innsbruck Restaurant”, phone

number as the predicate or property, and the object as value “+41

4https://www.w3.org/RDF/
5https://www.w3.org/2001/sw/wiki/RDFS
6https://www.w3.org/OWL/
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672343247”.

Schema.org7 is the most widespread vocabulary and the de facto stan-

dard for annotation of data on the web. It is supported by the major

search engines Bing, Google, Yahoo, and Yandex since 2011. Further-

more, Schema.org vocabulary, along with the Microdata, RDF in At-

tributes (RDFa), or JavaScript Object Notation for Linked Data (JSON-

LD) formats, are used to markup not only data but also content and

services on the web.

Semantic annotations have gained attention since the introduction

of Schema.org, which empowers web search on a global scale. Search

engines can recognize semantic annotations because they mark up web-

sites’ content and are embedded on websites. Fensel et al. [125] state

that semantic annotations are the basis for building a knowledge graph.

Knowledge graphs, also known as knowledge bases, are large semantic

nets that integrate diverse sources to represent knowledge in target do-

mains [125]. Google’s knowledge graph, launched in 2012 initially to im-

prove Google’s search results, boosted the adoption of knowledge graphs.

For instance, large technology companies, including Amazon, Facebook,

Google, Microsoft, and many more, have knowledge graphs, and have

invested in their curation with the purpose to improve their web-scale

services (e.g., knowledge graphs’ content can be easily explored and an-

alyzed via semantic search engines) [126].

Technologies that empower semantic search engines are already in

place. The next step is to promote their adoption by everybody who

produces content on the web. The performance of semantic search en-

gines will increase as more machine-readable data become available on

the web.

7https://schema.org/
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2.5.4 Common Methodologies

There are several semantic search engines developed from the need for

efficient search engines, while all the semantic search systems differ, some

common methodologies relate them to each other.

1. Knowledge acquisition: To effectively harvest structured and un-

structured knowledge from the web, hybrid crawlers were used.

For instance, crawling semantic annotations from websites, follow-

ing links from the crawled semantic annotations, harvesting RD-

F/XML documents, and URLs using traditional search engines.

Furthermore, several methods for transforming unstructured and

semistructured data into structured knowledge are needed, e.g.,

converting comma-separated values (CSV) data into RDF.

2. Knowledge base construction: It summarizes methods, such as

schema alignment, entity matching, and entity fusion, for integrat-

ing knowledge into a knowledge base. For instance, to detect dupli-

cates (i.e., entity matching), it is necessary to compare every entity

with each other, which is not recommendable for large knowledge

bases [127, 128]. In this case, indexing techniques might help to

reduce the number of comparison, e.g., some indexing approaches

are: an ontology-based index [129] that stores the ontology graph,

an entity-based index that takes into account the relationships be-

tween entities, and a textual-based index that considers triples

(subject, predicate, object). Additionally, more index techniques

are listed in the paper presented by Lashkari et al. [130].

3. Semantic search services: Approaches to capture and process search

queries based on various techniques, such as entity ranking algo-

rithms, e.g., ranking approaches can be classified into three cate-

gories [131]: entity, relationship, and document ranking. Further-
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more, semantic search services comprises the coupling between the

stored knowledge base and an ontology to support the generation

of queries, e.g., traversing the knowledge base (or a part of it)

and using query templates are common approaches used for refin-

ing/creation of queries.

4. Semantic search presentation: Common ways of interacting with

semantic search engines involve a) services for machines like REST

service APIs and b) user-friendly interfaces such as keyword-

based, form-based, view-based, and natural language-based seman-

tic search systems.

2.5.5 Categories

According to Uren et al. [82], semantic search engines can be categorized

into four groups based on their user interaction mode:

1. Keyword-based semantic service: These search engines try to boost

the performance of conventional keyword search engines by consid-

ering semantic entities that match query keywords. They translate

query terms into semantic entities through typed links among enti-

ties on the data web to find more accurate and relevant information.

2. Form-based semantic service: Form-based semantic search services

aim to guide users to make queries based on the information needed.

They facilitate formulating semantic queries by translating ontolo-

gies’ parts into forms, menus, and drop-down lists.

3. View-based semantic service: The services intend to help users con-

struct queries and explore domains by ontology presentation and

navigation. The considerable benefit of web-based semantic ser-

vices is that users can easily understand the domain. The query
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vocabulary and content classification scheme can be presented in

intuitive formats.

4. Natural language-based semantic service: the main idea is to em-

ploy semantic markup and natural language processing techniques

in question-answer systems. The service takes a query expressed

in natural language and a given ontology as input and finds the

answer from one or more knowledge bases that subscribe to the

ontology. Therefore, they are more flexible than form-based and

view-based semantic services and do not require users to learn the

vocabulary or structure of the ontology to be queried.

Furthermore, Wei et al. [132] classify semantic search into six cate-

gories: (i) document-oriented search that is an extension of conventional

information retrieval techniques and retrieves semantic annotations, (ii)

entity and knowledge-oriented search, which improves the previous cate-

gory by exploiting links between entities to retrieve additional knowledge,

(iii) multimedia information search that allows retrieving semantically re-

lated multimedia (e.g., images), (iv) relation-centered search, which ad-

ditionally pre-processes user’s query to find out relations between query

terms, furthermore, relation-centered search are most often exploit in

QASs (see Section 2.6) semantic analytics that entirely takes advantage

of knowledge bases to discover and interpret complex relations between

entities, and (v) mining-based search, which infers new assertion based

on a knowledge base.

2.5.6 Summary

Semantic search engines are the cherries on the cake! They show the ben-

efits of using semantic web technologies on specific tasks. We discussed

a general overview of the common components/processes of semantic

search engines: crawling, indexing, storing, querying, ranking, and search
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interface. It should be noted that current semantic search engines have

differences in the way they implement the components. Additionally, we

point out that the technology (e.g., RDF, Schema.org) that empowers

semantic search engines is already in place, and we only need to promote

their adoption. Furthermore, a classification of semantic search engines

over user interaction mode, and task-oriented search has been discussed.

Last but not least, we list some limitations or challenges that must be

faced, such as heterogeneity of information (i.e., ontology quality), scal-

ability (i.e., the rapid growth of content on the web), and quality (i.e., a

trade-off between correctness and completeness of data).

2.6 Question Answering System

QASs can be viewed as an extension of search engines in the sense that

they target finding precise answers to natural language questions, rather

than returning a ranked list of relevant sources [133]. Since in natural

language, the same meaning can be expressed in different ways and the

same phrase having different meanings, QASs need to address lexical

gap and ambiguity, respectively, [3, 134]. For example, the vocabulary

used in a question can be different from the one used in the underlying

knowledge source. The first QASs were introduced in the late 1960s and

early 1970s to access data over databases [64, 133, 135]. With academic

research, QASs have become a crucial topic and attracted massive at-

tention over unstructured and structured data such as text documents

and RDF knowledge graphs. Thanks to the development of the semantic

web, a large amount of structured data has become available on the web,

and the demand for QASs increases day by day [136].

Imagine the example of table order on the web through QASs. These

search services allow users to express their questions in a natural language

form such as “Which restaurants in Innsbruck serve Austrian cuisine on
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Sundays for between €30 and €60?” and then the precise answers are

returned to the users. Here, users do not get lost in massive resources on

the web and only receive answers of their posed questions over knowledge

resources.

QASs overlap in some aspects with semantic search engines and even

can be considered as a kind of natural language semantic search engines

which employ semantic mark-up and natural language processing tech-

niques to provide effective and convenient query techniques for end users

[82].

2.6.1 Current State of the Art and Related Works

With the extensive research of the past years on QASs, these systems are

used in a wide range of application areas, including web communities,

medicine, industry, culture, or tourism [64, 135]. The main focus of past

surveys can be summarized as follows.

The survey presented by Dimitrakis et al. [135] obtains insights re-

garding the underlying knowledge source in QASs, where their knowledge

source can be (1) structured data such as SQL (Structured Query Lan-

guage) databases and knowledge graphs, (2) unstructured data in the

form of text documents, or (3) mixtures of them. It also provides several

aspects for structuring the landscape of QASs and labeled the main recent

systems based on different aspects (knowledge source, types of questions,

and domain type). Furthermore, the most common evaluation datasets

have been grouped according to various criteria, including the domain’s

type, knowledge source, available tasks, and evaluation metrics.

Analyzing QA collections to provide better descriptions about the

challenges of QASs has been the main focus in the work presented by

Rodrigo et al. [137]. It has shown that QASs can hardly address various

rewordings in questions and documents and infer information that is
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not explicitly mentioned in texts. Further, a set of directions for future

evaluations has been suggested.

The study conducted by Wu et al. [1] gives a comprehensive review

of knowledge base QA approaches. The methods to answer the ques-

tion over a knowledge base have been classified into semantic parsing

and information retrieval. Semantic parsing is a high-level analysis that

targets to convert unstructured natural language questions into logical

forms or executable queries. Information retrieval aims to extract infor-

mation from questions, detect candidates across the knowledge base, and

finally find the most suitable answer among the candidates. The study

has discussed the mainstream techniques of each category, similarities,

and differences among them in detail.

2.6.2 Process Model

According to the type of the underlying knowledge sources, the pro-

cess models of QASs can be classified into two broad categories, namely:

document-oriented model and data-oriented model [66, 83].

The document-oriented model targets extracting the answer from

plain text and employs traditional information retrieval techniques com-

bined with machine comprehension methods [135]. QASs over documents

adhere to a pipeline model with three main modules, including question

analysis, passage retrieval, and answer extraction as shown in Figure 2.5

[66, 135], and can be described as follows:

1. Question analysis: as the first activity, questions are classified based

on their type, leading to recognizing the expected answer types.

Then named entities of input questions are identified, and their

relations are detected. The last activity of this module aims at

enhancing question phrasing through adding more descriptive in-

formation to increase the accuracy of the system, for example, using
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WordNet as a lexicon in order to retrieve semantically equivalent

information [66, 135].

2. Passage retrieval: to find relevant information in the underlying

documents as source knowledge, this module employs information

retrieval techniques for returning a ranked subset of the most rele-

vant documents. Then the relevant documents are segmented into

shorter units, namely, passages. Finally, the candidate passages

are ranked according to features such as the number of question

words in the passage and the number of named entities having the

answer type in the passage. These features should determine the

probability of containing the precise answer [66, 135].

3. Answer extraction: this module targets identifying the answer can-

didates from the ranked list of passages. Then the candidate an-

swers are ranked according to features that reflect the probability

of being the precise answer. To deal with the partial answers be-

tween passages or documents, it is responsible for generating the

final answers and computing a confidence score that reflects the

confidence of its accuracy.

Figure 2.5: The document-oriented process model.

With the increasing maturity of structured data on the web, e.g.,
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knowledge graphs, most QASs over structured data adopt a multi-

component process model.

The major components of the data-oriented process model can be

listed as question analysis, question mapping, scoring, and joint interface,

query construction, and answer representation as shown in Figure 2.5

[133].

1. Question analysis: it aims at analyzing the input question linguis-

tically and syntactically. The linguistic analysis of the question

leverages part-of-speech taggers and parsers to capture the syntac-

tic structure of the question, e.g., Named Entity Recognition. The

semantic analysis targets identifying the question type and the fo-

cus question.

2. Question mapping: this component’s main goal is to match ques-

tion words or phrases to their counterparts in the underlying knowl-

edge source, e.g., RDF knowledge graphs. Due to the lexical

gap and the ambiguity between user questions and the underlying

knowledge graph vocabulary, synonymy, hypernym and hyponym

should be considered in computing similarities.

3. Scoring and joint interface: to select only one candidate among the

candidate components, a scoring mechanism is required to score

the candidates. The semantic similarity between the candidates

and the question can be applied to achieve a scoring mechanism to

define a matching score. Moreover, string matching combined with

linear programming can be used.

4. Query construction: in order to transfer the question to an exe-

cutable query such as SPARQL Protocol and RDF Query Language

(SPARQL)8, the approaches can be summarized into two groups:
8https://www.w3.org/TR/rdf-sparql-query/
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(a) template-based approaches which map input questions to gener-

ated SPARQL query templates, (b) template-free approaches which

aim at creating SPARQL queries according to the given syntactic

structure of the input question.

5. Answer presentation: since the structured representation of an-

swers is not intelligible for users, the answer presentation compo-

nent follows some processing activities to transfer the RDF answers

to a natural language form.

2.6.3 Data Preparation and Representation

The fundamental goal of QASs is supplying accurate answers to questions

posed by users in a natural language form [135, 24]. The knowledge

sources which QASs exploit in order to answer the user questions can be

documents, data, and combinations of document and data [135].

Documents: the document-based knowledge sources have widely al-

ways received massive attention from by considering information retrieval

techniques and recently deep neural network techniques [138]. The doc-

uments include plain texts, e.g., textual excerpts from Wikipedia, and

require employing massive natural language processing and natural lan-

guage understanding techniques to accomplish the goal of QASs [135].

Data: in the case of data, the underlying knowledge source exploits

structured data. Since the amount of available structured data on the

web consisting of RDF datasets keeps growing, RDF knowledge graphs

have become a powerful asset for enhancing QASs. RDF knowledge

graphs are huge collections of interconnected entities enriched with se-

mantic annotations [139]. Due to the semantic relations of the data

stored in knowledge graphs, applying complex natural language process-

ing techniques is less than the document knowledge sources. Prominent

examples of large-scale knowledge graphs include DBPedia [22], Yago
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[140], Freebase [141], Wikidata [36] Google’s Knowledge Graph, Face-

book’s Graph Search, Microsoft’s Satori, and Yahoo’s Knowledge Graph

[106, 142].

Combinations: the combination of documents and data can be consid-

ered the hybrid knowledge representation. In this case, QASs target de-

riving answers using both a corpus and a knowledge graph [8]. Knowledge

graphs are mostly incomplete, which leads to low recall values in QASs

over KGs. On the other hand, the diversity of natural language makes

document-based QASs difficult however a corpus may contain more an-

swers than a knowledge graph [7]. Thus, the combination of knowledge

graphs and documents (or corpora) can improve the accuracy of QASs,

e.g., GRAFT-Net [7] and PullNet [8].

2.6.4 Common Methodologies

The research progress of QASs as a reasonably long-existing research field

of computer science can be categorized in three groups [74]:

1. Traditional techniques. Frequently asked question and answer

(FAQs) and rule-based methods can be assumed as the major tradi-

tional and straightforward approaches. In FAQs, a set of question

and answer pairs are collected and stored as the dataset. Then an-

swers are generated by searching the given question from the stored

dataset. When the required query is found, the relevant answer is

given back to the user [143]. The rule-based methods primarily

used in QASs over knowledge graphs rely on predefined rules or

templates to parse questions and provide logical forms [74]. The

definition of rules or templates leads to limited scalability and the

need for researchers to become familiar with linguistic knowledge.

2. Information retrieval-based techniques. Machine learning, more

specifically deep learning, plays a key role in many aspects of infor-
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mation retrieval systems [144]. A QAS over documents generally

involves question and document representation steps, followed by

a matching step to estimate the mutual relevance of the query and

the document representations. A neural approach can affect one or

more of these steps. In the case of QA over knowledge graphs, for a

given natural language question, the named entities that reflect the

main focus of the question are identified. Then the link between

the extracted entities and the knowledge graph are specified. In the

next step, a subset of the knowledge graph around the identified

entities are extracted what its nodes are assumed as candidate an-

swers. Based on the features extracted from the questions and can-

didate answers, the matching scores between the encoded answers

and questions are calculated, and the final answer is selected. From

the feature representation’s perspective, the information retrieval-

based techniques are divided into two groups including feature en-

gineering and representation learning. In feature engineering, fea-

tures are manually defined according to the questions’ syntax in-

formation which basically fail to capture the semantic information

of questions. In representation learning, questions and candidates

are transformed to embeddings and then the embeddings are lever-

aged to compute the semantic matching and find the answer. The

state-of-the-art QASs employ neural deep networks (e.g., memory

networks, Convolutional Neural Network (CNN), Long Short-Term

Memory (LSTM)) to generate better distributed embeddings for

questions and candidate.

3. Semantic parsing-based techniques. Knowledge graphs based QASs

can leverage semantic parsing-based techniques in order to answer

user questions. These methods usually transform natural language

questions into executable queries such as SPARQL queries or inter-
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mediate query forms such as query graphs based on neural semantic

parsing with high scalability and capability. Recent QASs take ad-

vantage of graphs to represent questions, namely query graphs. Ba-

sically, the query graphs can be generated based on predefined nat-

ural language processing rules or neural networks. Then, the query

graph which basically have topology commonalities with knowl-

edge graphs are mapped to the knowledge graphs to find the an-

swers. Additionally, trees or high-level programming languages can

be used to represent questions through sequence-to-sequence mod-

els and attention mechanisms [145].

2.6.5 Categories

QASs can be classified according to a wide variety of criteria. Among the

various possible categorizations, this section presents a description of the

categorizations based on the application domain and forms of answers

generated [64, 136, 146].

According to the application domain, QASs can be grouped into two

groups: open-domain and closed-domain QASs. Open-domain QASs fo-

cus on answering domain-independent questions within a huge knowl-

edge source. In closed-domain QASs, the QASs answer questions under

a restricted domain such as temporal, geo-spatial, medical, patent, and

community [64, 136, 147].

The categorizations of QASs based on forms of answers include [66]:

1. Sentence/paragraph-answer based QAS: To answer some types of

questions such as factoid or hypothetical ones, QASs return a single

fact or a small piece of text as sentence/paragraph as the relevant

answer.

2. Yes/no-answer based QAS: User questions are generally answered

in the form of yes or no through verification and justification.
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3. Multimedia-answer-based QAS: Answers are generated in different

types of multimedia such as audio or video.

4. Opinionated-answer-based QAS: This system gives a star rating to

an object as the answer.

5. Dialogue-answer-based QAS: These QASs are also known as dia-

logue systems that make efforts to answer users’ questions in the

form of a dialogue.

2.6.6 Summary

Many QASs have been emerging over documents and structured knowl-

edge bases. According to the underlying knowledge sources, the process

model of QASs can be classified into document-oriented model and data-

oriented model. The main modules of the process model of QASs over

documents include question analysis, passage retrieval, and answer ex-

traction. Similarly, question analysis, question mapping, scoring and

joint interface, query construction, and answer representation are as-

sumed the basic components of the data-oriented process model. The

text corpus and structured RDF data have been taken into consider-

ation regarding data preparation and presentation in different QASs.

The major techniques to answer natural languages questions consist

of traditional techniques, information retrieval-based techniques, and

semantic parsing-based techniques. Categorizing QASs based on do-

main involves open-domain and close-domain. The answer type cri-

teria comprise sentence/paragraph-answer, yes/no-answer, multimedia-

answer, opinionated-answer, and dialogue-answer-based QAS.

Although QASs have a long history and many approaches have been

introduced, the accuracy of QA over unstructured and structured data

still needs to be improved, and a significant amount of work is required
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to make them more beneficial and practical in the real world.

2.7 Dialogue System

Basing on an essential skill of human beings, interaction via natural lan-

guage is the most straightforward way humans can access information

on the web. If humans can communicate through natural language, they

can conveniently access the desired information [148]. Dialogue systems,

as a subset of QASs intend to communicate with human users relatively

naturally through a dialogue. Dialogue can be considered a conversa-

tion between humans and machines. The form of communication can

be text, speech, images, video clips, and or sign language [77, 85, 149].

Since these systems have to be interactive, incremental dialogue process-

ing is required to generate continuous dialogue. In incremental process-

ing, processing basically starts before the input is complete and that

the first output is generated as soon as possible [150, 151]. Apple Siri9,

Google Assistant10 or Amazon Alexa11 are some example of dialogue

systems (more precisely chatbots) to support information search inter-

actions. The dialogue systems can be applied to a wide variety of fields,

including information-searching services via questions, virtual assistants

to help users in daily tasks, e.g., scheduling appointments, and E-learning

dialogue systems, e.g., train military personnel in questioning a witness

[152]. For example, a goal oriented dialogue system for booking a restau-

rant would take several steps. First of all it would ask you what kind of

food you desire, where you are located, what price range is acceptable,

and the date and time you like to book a table. Afterwards it suggests

you some restaurants. Finally it asks you if you are satisfied or want to

make some changes.
9https://www.apple.com/es/siri/

10https://assistant.google.com/
11https://www.amazon.com
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2.7.1 Current State of the Art and Related Works

Currently, the fields of dialogue systems range from small turn-based

chat applications to large systems which can determine the emotions of

the user and respond corresponding like Microsoft’s XiaoIce [153]. There

are also specific dialogue systems like the “Multi-modal dialogue system

with sign language capabilities”, which has been proposed for deaf people

[149].

The survey presented by Chen et al. [75] explains recent advances

from deep learning to build dialogue systems and discusses possible re-

search directions for task-oriented and non-task-oriented dialogue sys-

tems in detail. According to the survey, end-to-end-based and pipeline-

based approaches are the main directions for task-oriented dialogue sys-

tems, while neural generative models, retrieval-based models or a mixture

of neural generative and retrieval-based solutions are considered the ma-

jor approaches to developing non-task-oriented dialogue systems.

Mallios et al. [154] present a high level process model for dialogue

systems with six main components: automatic speech recognition, nat-

ural language understanding, dialogue management, knowledge base, re-

sponse generator, and text-to-speech synthesis. Additionally, it proposes

a classification scheme of dialogue systems, including answering systems,

semi-dialogue systems, and full-dialogue systems.

Chaves et al. [155] show an increase in users’ expectations for formal

and specialized discourse in using conversational agents. The findings

contradict the results presented by Liebrecht et al. [156], who argue

that users may not assign different roles to conversational agents in a

human-agent customer service setting.
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2.7.2 Process Model

Different dialogue systems may have different process models but in gen-

eral the various models can be summed up in three layers as shown in

Figure 2.6 [85, 153].

Figure 2.6: The process model of dialogue systems.

1. User experience layer: this layer is the user’s input and the dialogue

system’s output layers. As mentioned previously, the input and

output can be in the form of voice, text, images, video clips, and

or sign language. The user experience layer can be connected to

many platforms such as Facebook Messenger, WhatsApp, WeChat,

Sina Weibo, Tencent QQ, Telegram, and Skype.

2. Conversation engine layer: the second layer is connected to the

other layers, including the user experience and data layers. It anal-

yses the user input and preserves the data in a useful manner in

the data layer. Depending on the task of the dialogue system, the

data is used to give the desired answer. For speech-based dialogue

systems, a Text To Speech module is added at the end. The con-

versation engine layer consists of three main modules as shown in

Figure 2.6 [85].

(a) Natural Language Understanding Module: it takes a user

query in a natural language manner and translates it into

a semantic representation. If the input is not a text, it is

converted to a string of words, then stored in the Data Layer.

(b) Dialogue Manager Module: the semantic representation of the
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user’s text is taken, and a schematic representation of response

is generated. Indeed, the module keeps track of the dialogue

state and a dialogue policy learner, which decides what to

answer to the user.

(c) Natural Language Generation Module: the semantic repre-

sentation of the answer is translated to a natural language

answer. Thus, it makes decisions regarding the information to

be included, how information should be structured, choice of

words, and syntactic structure for the message.

3. Data layer: all data, including collected conversational data, non-

conversational data, and knowledge resources, is stored in the data

layer as a set of data sources.

2.7.3 Data Preparation and Representation

Dialogue systems intend to interact with human beings and rely on a huge

amount of different types of data, including unstructured, structured,

and semi-structured data [75]. The key ability of these systems is to

understand unstructured data as input and interpret it correctly and

then provide the output across the underlying knowledge base, which are

described as the following:

1. Unstructured data: this kind of data is not organized in a prede-

fined manner. Text documents are the most well-understood in-

stance of unstructured data which do not have any predefined data

model.

2. Structured data: due to addressable elements in structured data,

it is easy to be analyzed. It can be effectively organized in a for-

matted repository such as databases. The relational databases are

59 of 220



2. Interactive Search on the Web: The Story So Far

the most well-known model for holding tabular data as an example

of structured data.

3. Semi-structured data: it lies between unstructured and structured

data. However, the semi-structured data does not reside in a rela-

tional database, but it has some organizational features that make

it easier to analyze. The XML data resources can be considered

semi-structured data.

2.7.4 Common Methodologies

According to Chen et al. [75], different methodologies to develop dialogue

systems can be summarized into the following varieties:

1. Pipeline methods: the main idea behind the pipeline methods is to

define a pipeline structure including natural language understand-

ing, dialogue state tracker, dialogue parser learning, and natural

language generation. Natural language understanding is responsi-

ble for detecting the intent of users through classifying the intent

into predefined intents or employing some techniques such as deep

learning. The dialogue state tracker handles the input of each turn

along with the dialogue history and returns the current dialogue

state. Then the dialogue parser learning learns the following ac-

tion based on the output of the dialogue state tracker. Finally, the

response is returned based on the action [75].

2. End-to-end methods: the task-oriented dialogue systems can apply

an encoder-decoder model to train the whole system. The model

only adopts a single module and interacts with structured external

databases. In end-to-end methods, dialogue system learning can be

viewed as the problem of learning a mapping from dialogue histories

to system responses [75].
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3. Retrieval-based methods: the major focus of retrieval-based meth-

ods is message- response matching by employing matching algo-

rithms to bridge semantic gaps between messages and responses.

So based on the matching, a response from candidate responses

is selected [157]. The early retrieval-based dialogue systems apply

single-turn response matching. In these systems, only the message

is used to select a proper response in each single-turn conversation,

while multi-turn response matching has been mainly used in recent

years, current messages and previous utterances are taken to select

the response. Thus, the selected response is natural and relevant

to the whole context [75, 158].

4. Neural generative methods: to develop non-task-oriented dialogue

systems such as chatbots, neural generative methods can be basi-

cally adopted. The sequence-to-sequence models as the foundation

of generative methods lead to keeping conversations active and en-

gaging [75, 159].

5. Hybrid methods: recently, the neural generative and retrieval-based

models have been combined to increase performance. Since the

retrieval-based systems generally return accurate but straight re-

sponses, while generation-based systems often return fluent but

meaningless responses, the combined approaches can have signif-

icant effects on performance [75, 160, 161].

Neural models such as CNN, Recurrent Neural Network (RNN), Hi-

erarchical Recurrent Encoder-Decoder (HRED), memory networks, at-

tention networks, transformer, deep reinforcement learning models, and

knowledge graph augmented neural networks are mainly used in state-

of-the-art dialogue systems [162], but this paper focuses on providing a

generic picture from the methodologies and methods’ prospective.
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Recently, dialogue systems apply CNNs as a hierarchical feature ex-

tractor after encoding the dialogues [163, 164]. RNN models and their

variants (e.g., gated recurrent unit (GRU), LSTM) as powerful learning

models are utilized in dialogue-related tasks since the dialogues are not

independent of each other and are not of fixed length [165]. HRED as

context-aware sequence-to-sequence models are able to capture hierar-

chical dialogue features in dialogue systems [166]. To keep dialogues,

memory plays an key role in dialogue systems. That is the reason why

memory networks are fulfilled in these systems especially task-oriented

systems [162]. Attention networks and transformers are employed in

the state-of-the-art dialogue systems due to attention is able to catch

the importance of different parts in the dialogues and transformer not

only is a sequence-to-sequence model but also is a model to represent

the dialogues [167]. Additionally, due to the agent-environment nature

of dialogue systems, deep reinforcement learning models are applied to

make improvements in these systems [168]. Knowledge graph augmented

neural networks are basically used in the dialogue systems that rely on

structured or semi-structured data such as knowledge graphs [169].

2.7.5 Categories

Conversational or dialogue systems are categorized into task-oriented and

non-task-oriented groups [77]:

1. Task-oriented dialogue system: Furthermore, known as goal-

oriented dialogue system, it targets to assist users in completing

tasks in one or multiple domains by the end of the dialog. Some

goal-oriented dialogue systems include restaurant reservation, flight

ticket booking, and course selection advising, finding products. The

major methods to develop task-oriented dialogue systems include

the pipeline or end-to-end methods.
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2. Non-task-oriented dialogue systems: It also called chatbot can be

defined as software to provide extended conversations and mimic

the unstructured conversations or ‘chats’ characteristic of human-

human interaction [77]. Chatbots aim to maximize user engage-

ment and interact with a human to provide reasonable responses

and entertainment. Typically they focus on conversing on open

domains. However, the none-task-oriented systems have been ba-

sically designed for entertainment. They also intend to gain prac-

tical targets over time like task-oriented chatbots [75, 77]. The

widely applied method to none-task-oriented dialogue systems are

the retrieval-based, neural generative-based, and hybrid methods.

2.7.6 Summary

Dialogue Systems as a subset of QASs allow the user to converse with

a machine using natural language. The major layers of a dialogue sys-

tem include the user experience layer, conversation engine layer, and

data layer. The conversation engine layer consists of the natural lan-

guage understanding module, the dialogue manager module, and the

natural language generation module. The data layer relies on a mas-

sive amount of various sorts of data, including unstructured, structured,

and semi-structured data. The research progress of dialogue systems can

be summarized into pipeline methods, end-to-end methods, retrieval-

based methods, neural generative methods, and hybrid methods. The

task-oriented and non-task-oriented dialogue systems such as chatbots

are the most significant types of dialogue systems.
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2.8 Chatbot

Chatbots are the most straightforward kind of dialogue systems designed

for imitating human-human interaction [77]. Areas that significantly ben-

efit from chatbots are entertainment, health care, marketing, supporting

system, and customer service. Especially in the customer service domain,

chatbots reduce costs by handling multiple users simultaneously with a

24/7 availability.

Imagine a chatbot embedded on a social media platform helping users

book a table in your restaurant. Based on the information provided by

your profile, the chatbot needs only a minimal amount of additional in-

formation to fulfill the table reservation. For example, the user’s name

can be taken from the profile, and only the desired date and time need

to be provided. If successful, the chatbot immediately returns a confir-

mation. Besides, the chatbot may send a notification when the user has

to leave to reach the restaurant in time (based on the current location,

if the user uses an app and allowed location features).

The era of chatbots started a while ago with ELIZA [170] in 1966,

then PARRY by Kenneth Mark Colby in 1972 [171], the first chatbot

with personality, and the well-known intelligent digital assistants Ama-

zon Alexa, Apple Siri, Google Assistant, or Microsoft Cortana, we use

nowadays [172]. The main idea behind chatbots is the automation of

services via conversational interfaces. Chatbots may be not only a tool

but also a friend. However, they still struggle to understand the meaning

and undertones of conversations.

Nowadays, most of the existing chatbots are acting on a closed domain

[173]. Closed domain implies that they are designed for a particular task,

e.g., booking a hotel room or reserving a table at a restaurant. Examples

of open domain chatbots are Amazon Alexa, or Apple Siri, able to answer

all kinds of questions [173].
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Since we are in the middle of a pandemic, chatbots are also usable for

sharing up-to-date information quickly and concisely. In such a scenario,

short and precise answers from a trustworthy resource are essential to

answer all kinds of questions [174].

2.8.1 Current State of the Art and Related Works

Chatbots have a pretty long history starting with the first chatbot ELIZA

in 1966. Since then, many new approaches for designing and implement-

ing chatbots have evolved. An overview of the history of chatbots is given

in the work presented by Weizenbaum [170].

In addition to the history of chatbots, the surveys presented by Juraf-

sky et al. [77], Nimavat et al. [173], Adamopoulo et al. [175] and Desh-

pande et al. [176] classify chatbots based on different characteristics,

be it the knowledge domain, their goal, or the communication medium.

Besides, essential concepts and methodologies for processing natural lan-

guage input and natural language generation are introduced. Every chat-

bot follows a general process model of user input, input processing, di-

alogue management, chat engine, and response generation. Suta et al.

[177] cover the same topics focusing more on machine learning approaches

used by chatbots.

From the technology anxiety perspective, the results of studies by

Kim et al. [178], Lee et al. [179] and Yang et al. [180] show that tech-

nology anxiety is a reducing factor for relationships between the chatbot

quality dimensions (i.e., understandability, reliability, assurance, and in-

teractivity) and users’ technology adoption. However, studies by Chin

et al. [181] and Li et al. [182] argue that the higher levels of technol-

ogy anxiety, the stronger the relationships between the chatbot quality

dimensions and users’ technology adoption.

For the design and implementation of chatbots, the user experience is
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an essential part. In the study conducted by Jain et al. [183], first-time

chatbot users are interviewed about their experience using different kinds

of chatbots. As an outcome, users prefer human-like natural language

chatbots or chatbots with an engaging experience. Those findings are

usable for the design of new chatbots.

2.8.2 Process Model

In general, the process model of chatbots consists of four major com-

ponents: Natural Language Understanding (NLU), Dialog Management

(DM), Chat engine, and Response Generation [77, 173, 175, 176]. Figure

2.7 presents an overview of the process model and how the components

are connected.

Figure 2.7: Chatbot process model.

Everything starts with a user input that needs to be processed by the

system. The user input reaches the NLU component to be analyzed. In

this component, the input is parsed, and the user intention and associ-

ated information are extracted. Besides, an NLU might analyze a user’s

sentiment, positive, negative, or neutral [177]. The output of this com-

ponent is the identified intention (what the user wants to achieve) and

associated information. For example, the intention of the question “What

is the weather going to be in Innsbruck tomorrow?” is to get weather

information. Associated information is the location (“Innsbruck”) and

the date (“tomorrow”). That information is passed to the Dialogue Man-
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agement component to be processed further. The Dialogue Management

Component keeps track of the current conversations, and their contexts

[173, 175]. This implies the current intent and identified entities. Be-

sides, this component ensures that all required information is available,

follow-up questions are sent to the user if any information is missing.

When all information is given, they are forwarded to the chatbot engine.

Each chatbot’s core is the chatbot engine, responsible for executing

the user’s intended action. The underlying data, be it a database or an

external API, is accessed to retrieve the information sent to the user.

Based on the found information, single or multiple possible responses are

sent to the Response Generation.

The Response Generation component uses Natural Language Genera-

tion (NLG) approaches to construct a personalized response using natural

language based on the responses. Personalized means a proper writing

style and emotions [177]. Additionally, the response should be grammat-

ically correct, and the user should not recognize that the opponent is a

chatbot rather than a human [184]. Therefore, the response should also

include some emotions and imitate human-like behavior [185].

2.8.3 Data Preparation and Representation

The main goal of chatbots is to either help a user fulfill a particular task

(closed domain) or imitate human-human conversations (open domain).

Both ways need data that can be given to the user. Data used to power

chatbots can be either unstructured, semi-structured, or structured [177].

Some chatbots store and host the data on their side, whereas others

retrieve the relevant information in real-time from APIs. Retrieving APIs

in real-time requires a connection from the chatbot engine towards the

service to access. The connection to those web services can be hardcoded

for simpler chatbots that require access to a small number of APIs only.
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For chatbots handling large amounts of web services or when web services

change very often, a description language on how to map the incoming

parameters from the NLU component to the request’s parameters to the

web service is required. Web API Annotations with Schema.org Actions

(WASA12) is such a description language. WASA is based on schema.org

actions allowing to describe web services as a set of actions to be taken

(e.g., search).

Storing chatbot data requires a database, such as a document store, a

relational database, or knowledge graphs repository. A knowledge graph

is an optimal solution for more complex chatbots accessing a vast amount

of knowledge [125, 186]. Due to the flexibility of knowledge graphs, in-

tegrating heterogeneous sources is not an issue [125]. A vocabulary for

defining the data stored in a knowledge graph is often schema.org [125].

Schema.org is the de facto standard for annotations on the web founded

by the large search engine providers, such as Google, Bing, Yahoo!, Yan-

dex.

2.8.4 Common Methodologies

Standard methodologies for chatbots mainly concern intent detection

and extraction of entities. Besides, answer generation is essential for

chatbots. In the following, methodologies and algorithms based on the

classification presented by Hussein et al. [76] are considered:

1. Parsing—This category extracts meaningful information from the

textual input of the user. The grammatical structure of a sen-

tence is used to extract keywords that are then matched against

the stored data to find the appropriate response. Semantic pars-

ing is a more advanced technique for converting the input sentence

into a representation that machines can process. For example, Di-
12http://wasa.cc/
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alogflow recognizes relevant information based on a predefined set

of training phrases containing placeholders for parts of the sen-

tences containing relevant information. Those placeholders identify

a specific type of information (e.g., location information or name

information) that can be used to generate queries to the underlying

database by using templates. This approach allows an explicit def-

inition of what happens with the relevant information. However, it

requires a lot of manual work to set up the chatbot properly [76].

2. Pattern Matching—This approach is most commonly used. It de-

fines a set of handcrafted pattern-template pairs. Whenever a pat-

tern matches the input, the template is used to return a response to

the user. This approach is mainly used in QA chatbots and is very

flexible for creating conversations. However, all possible patterns

are built manually, which is not scaling. Due to the scaling issues,

the responses are predictable and are not manifold, more repetitive

[76].

3. Ontologies—Ontologies are used to represent domain knowledge

and make it explorable by the chatbot itself. An advantage of this

approach is that the chatbot can use reasoning to detect relation-

ships between concept nodes used in the conversation [76].

4. Markov Chain Model—The Markov chain model is a probabilistic

model modeling probabilities of state transitions over time. There

is a fixed probability for the following states based on a given state.

A chatbot using this model produces outputs based on those state

transitions. The chatbot constructs probabilistically more suitable

responses. This model is mainly used for chatbots that entertain

users by imitating simple human conversations. Markov chain mod-

els however do not work well on complex conversations [76].
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5. Neural Networks Models—These models allow more intelligent

chatbots. The research trend for using artificial neural networks

for chatbots is a generative-based approach where chatbots dy-

namically generate the response to the given user input. Neural

network models are learning algorithms used in machine learning

and can be supervised and unsupervised. Subclasses of artificial

neural networks models used for chatbots are RNNs, sequence to

sequence neural model, or LSTMs. A major problem with these

artificial neural networks is that they are not accurate yet. There-

fore, prominent virtual assistants like Alexa, Siri, and Cortana rely

on a semi-rule-based approach [173].

2.8.5 Categories

Chatbots can be classified based on different categories [77, 173, 175,

176]. However, a chatbot does not entirely fall into a specific category

but is part of multiple categories depending on different characteristics.

Starting with the build method, open-source platforms and closed

platforms are distinguished [175]. Open-source platforms allow a broader

community to develop the platform further and check how the platform is

working. A closed platform acts as a black box, and further developments

depend on the company maintaining the platform. As a communication

medium [177], chatbots can either be integrated on messaging platforms

(e.g., Facebook Messenger, Slack, WhatsApp) or used on smart home

devices (e.g., Amazon Alexa, Apple Siri, Google Assistant) as so-called

skills.

We follow with moving away from technical aspects to the concept

behind the chatbot themselves and its goals. For goals, [175], chatbots

can be classified as informative, chat-based, or task-based. Informative

implies that users can ask for information about specific topics or get
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general information (e.g., health information during the corona pandemic

[174]). Chatbots with a chat-based or conversational goal act like another

human being imitating real conversation with users. These can be seen

as a friend of the user. Task-based chatbots are designed to perform

particular tasks, e.g., a chatbot on a restaurant website that mainly

handles table reservations. Usually, such chatbots also provide some

information about the restaurant, but their main task is to allow users

to reserve tables.

Some chatbots do not act autonomously but include a human in cer-

tain parts. This category is referred to as “Human-aid” [175]. A chatbot

falls into this category if at least one part of the chat flow involves a

human.

The core functionality of a chatbot is the processing of inputs and

the generation of responses [175]. In this category, several types are dis-

tinguishable. The first chatbots (ELIZA and PARRY) were based on

pattern matching approaches. A given input was matched according to

the inputs stored in the internal database, and the predefined response

for the matching input was returned. Disadvantages of this approach are

that there will always be the same answer for the questions, no human

touch, and previous conversations are not stored. Rule-based approaches

are pretty similar to pattern matching. Based on a fixed set of rules,

responses are generated. User input is mapped to the associated re-

sponses. Retrieval-based chatbots do not store the data themselves but

query and analyze external sources using APIs. For example, a weather

chatbot consults the API of predefined weather services. Generative

or corpus-based systems are trained on a vast dataset of human-human

conversations. Answers are generated based on answers from previous

conversations. This approach is more human-like, uses machine learning

algorithms and deep learning techniques but is challenging to build and
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maintain. Especially for the setup of such bots, a vast amount of train-

ing data is needed. Besides the previously mentioned types, there are

hybrid approaches that combine rules and machine learning approaches.

In such cases, the management of the conversation flow is defined by

rules, and the responses are generated using natural language processing

approaches.

Regarding the knowledge domain [173, 175], two categories are used

to classify chatbots. Closed domain chatbots focus on particular topics

or specific tasks. Those chatbots maybe have some small talk content

but mainly focus on the topic for which they are designed. Open-domain

chatbots try to cover as many topics as possible.

Finally, chatbots can be distinguished based on the service they pro-

vide [173]. Suppose a chatbot is designed for a specific task, be it reserv-

ing a table in a restaurant or more as a communication medium to au-

tomate services. In that case, they are classified as interpersonal. Those

chatbots do not act as friends of a user but more as a tool to achieve

a specific goal. Intrapersonal chatbots are designed to be a friend of a

user. They should understand the user like humans do. In the third

category, there are inter-agent chatbots. Here, a protocol for the com-

munication between chatbots is needed. An example of this type is the

Alexa-Cortana integration.

2.8.6 Summary

Chatbots are a subclass of dialogue systems and the most superficial

subtype of those. The process model can be split into four major compo-

nents: the NLU component that identifies the user intention and extracts

the entities, the Dialogue Management component taking care of the con-

versation flow and follow-up questions when information is missing, the

chatbot engine itself accessing the underlying database or external API to
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retrieve the responses that are relevant for the user, the NLG component

creating a response for the user in a way a human would communicate.

The presented methodologies mainly target NLU and NLG since those

are the most crucial parts of a chatbot.

However, there are still many issues that need to be tackled by fur-

ther research to make chatbots more human-like. This includes context

awareness, diversity of responses, and chatbots should get a stronger

personality.

2.9 Future of Search on the Web

As the primary tool for users to access information, the importance of

search on the web can not be overestimated. To sum up, the main

limitations or challenges of each type of the described search services

are summarized as following:

1. Keyword search engines fail to (1) disambiguate words and return

irrelevant results (false positives), and (2) turn up related materials

that do not specifically use the search keywords (false negatives).

2. The stability of the semantic web languages and continuous de-

velopment of ontologies are key challenges in semantic web search

engines. Furthermore, the performance of semantic web search en-

gines relies on knowledge sources, which might contain errors and

missing values.

3. Despite a lot of progress in QASs, lexical gap and ambiguity are

still main challenges in these systems either documents-based, data-

based, or mixture of document and data based knowledge sources.

4. In addition to lexical gap and ambiguity, dialogue systems need to
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tackle with incremental processing due to these systems are natu-

rally interactive.

5. Additionally to the above challenges, remembering the context of

a conversation (or even understanding in some cases) needs to be

improved in chatbots.

Although keyword search is still important, semantic search is on the

rise since a search query aims to not only find query terms but to deter-

mine the intent and contextual meaning of the terms. Interacting with

computers through QASs, dialogue systems and chatbots is expected to

take over searching on the web because of conversational artificial intelli-

gence and great potential and commercial values [187]; dialogue systems

and chatbots will reduce the number of questions needed to reach an-

swers.

Recent advances in machine learning and natural language processing

will aid search on the web to improve different aspects of the interaction-

based search services (i.e., QASs, dialogue systems and chatbots) and

understand different ways users naturally interact and interpret informa-

tion. In consequence, search on the web will manage multiple varieties

of interaction between users and search services and users will be able

to express their queries in different ways, including text, image, audio,

video, or any combination of them. For example, a single search query

can be expressed as a combination of text and image [188].

Furthermore, multilingual search will be improved in order to return

result for a search query which is expressed in a language different from

languages of underlying resources. Search on the web will become more

personal and move from returning content from resources towards seek-

ing resolution for users’ problems [189]. They may be capable of actively

predicting user questions before searching them, providing the users with

results they probably need before they truly need and search them [190].

74 of 220



2.10. Discussion

So contextual understanding and personalization for the users would def-

initely be from the main challenges [190]. Recall the example of food or-

der, users currently take advantage of search services to search and order

their foods while it can be imagined that foods will search users in the

future, employing the web and proactively, basing on the nutritional con-

dition, context and preferences of the user. With levels of personalization

and contextualization, the search will become more conversational and

easier in the future.

With regarding such visions of the future, today’s search services are

still a simple tool, and definitely, there are still many opportunities to

make much progress and improve [191]. There are also many challenges

to handle, for example, ensuring that the ongoing developments have

a positive impact on society as a whole, mitigating negative impacts

and ensuring positive impacts for everyone from the big data technology

adoption [192]. This is applicable also to the search on the web as an

important activity most of us execute on a daily basis.

2.10 Discussion

Throughout this research study, we provide a generic analysis of different

services to find information on the web as one of the primary informa-

tion resources. We start with categorizing services that have been intro-

duced or developed to manage the growing amount of information and

data accessible on the web. Here, the search services are systematically

summarized and categorized into five groups, including keyword search

engines, semantic search engines, QASs, dialogue systems and chatbots.

Table 2.1 summarizes the evolution process. Then, we give an overview

of the state-of-the-art around search services and highlight the relevant

aspects of the services.

To compare the introduced search services, Tables 2.2–2.7 provide
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their details on the timeline, approaches and tools, typical usage, pros,

cons and open challenges in each search service, respectively.

Table 2.1: Evolution among different search services.

From To Description
Keyword
search engine

Semantic
Search Engine

Keyword search engines look for lit-
eral matches of the query words,
while semantic search engines not
only return results based on key-
words but also consider the contex-
tual meaning and the user’s intent
when fetching the relevant results.

Semantic
search engine

Question an-
swering

Semantic search engines fetch rel-
evant results based on the user’s
query, while QASs allow the user
to submit a question and derive the
pertinent and exact answers.

Question an-
swering

Dialogue sys-
tem

The objective of a QAS is to focus
on producing the exact answer for
a single-user question, while unin-
tentionally ignoring the reasons that
motivated that user to pose this
question. So, dialogue systems as
conversational agents are developed
to extend conversations between the
user and agent.

Dialogue sys-
tem

Chatbot Chatbots are a sub-type of dialogue
systems that perform chit-chat with
the user or serve as an assistant via
conversations.

2.11 Conclusions

This paper overviews different types of search possibilities on the web

that help users meet information needs. From the beginning of the web

to the present day, keyword-based search engines, semantic-based search

engines, QA systems, dialogue systems, and chatbots have been pro-

posed to explore the web. Keyword-based search engines have been the
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first generation of search engines, and then semantic search engines have

emerged to solve the limitations of the keyword-based search engine.

QASs, dialogue systems (as a subdivision of QASs) and chatbots (as a

subdivision of dialogue systems) are targeting to assist users find per-

tinent information through a natural language interaction. We analyze

the current state and related works, process model, data preparation and

representation, methodologies, and categories for these types of search

services in our research study. We also show that the development of

the search on the web, however, is still an ongoing process. The future

systems will focus on multiple varieties of interaction and multilingual

search. Those systems are expected to deliver answers to users even be-

fore getting the questions asked by the users however such and similar

developments comprise societal, business and ethical issues that need to

be considered when designing the search on the web of the future.

To the best of our knowledge, this survey is the first, most comprehen-

sive and up-to-date one currently covering all the web search possibilities

throughout the years. This work helps academics and developers who

need to grasp all the search services quickly and understand their devel-

opments and evolution and also provides a good starting point for them

to probe deeper into each of these services.

We also acknowledge that our study can not analyze all aspects of

search services with technical discussions. A future research direction

is to evaluate and compare the efficiency and accuracy of the retrieval

results of the services [72]. Another possible direction for future work is

to focus on a relatively small time span (e.g., the latest ten years) and

deepen the discussions and analysis of the literature.
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3. Question Answering over Knowledge Graphs: A Case Study in
Tourism

3.1 Abstract

Over the recent years, a large number of knowledge graphs (KGs) have

been developed to store and present small and medium enterprises’

data in the form of subject-predicate-object triples. The KGs are not

easily accessible to end-users because they need an understanding of

query languages and KGs’ structures. To assist end-users in accessing

these KGs, question answering over KGs targets to provide answers for

natural language questions (NLQs). This paper proposes an approach

to answer questions over small and medium scaled KGs based on graph

isomorphism in two phases: (1) offline phase and (2) semantic parsing

phase. In the offline phase, a semi-automated solution is proposed to

generate NLQs and their answers, which are used to train machine

learning models employed in the next phase. In the semantic parsing

phase, a given input NLQ is mapped into a query pattern according

to its grammatical structure. Each query pattern contains some slots

that need to be filled with corresponding entities, classes, and relations

from the KG. While string and semantic similarity metrics are applied

to identify the entities and classes, the probability distribution of the

relations is used to extract the relations. The Cartesian product of the

identified entities, classes and relations is utilized to fill the slots, derive

SPARQL queries, and finally retrieve the answers. To evaluate the

proposed approach, we use SalzburgerLand KG, a real KG describing

touristic entities of the region of Salzburg, Austria. Our results show

that the approach improves the end-to-end user experience in terms of

interactive question answering and performance.

Keywords: Knowledge Graphs, Question Answering, Semantic
Parsing, Small and Medium Enterprises

Publication: Sareh Aghaei, Elie Raad, and Anna Fensel. “Question An-
swering Over Knowledge Graphs: A Case Study in Tourism”. In: IEEE Access
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Vol. 10 (2022), pp. 69788–69801. DOI: 10.1109/ACCESS.2022.3187178

3.2 Introduction

With the increasing growth of web data, a large number of knowledge

graphs (KGs) have become available on the web. A KG is a structured

representation of real-world entities which are connected by semantically-

interrelated relations [196, 197]. A Resource Description Framework

(RDF) KG [198], which can also be viewed as a labelled graph, is a

collection of RDF triples including three fields: subject, predicate and

object [199].

Beyond the generic, huge, and open-world KGs with millions or bil-

lions of facts (e.g., DBPedia [22]), KGs are increasingly used in busi-

ness scenarios [200]. Most of the recent KGs are domain-specific, with

thousands or hundreds of thousands of facts in various domains such as

tourism, healthcare, and manufacturing [40, 201]. The last few years have

seen a spike in building KGs by Small and Medium Enterprises (SMEs).

For example, SMEs in the manufacturing and production industry utilize

KGs to organize data generated by different machines during manufac-

turing processes [43]. In the tourism domain, websites use small and

medium scaled KGs to manage tourism information for different regions

and improve the traveller experience [202, 203, 204, 205, 206].

Query languages such as SPARQL1 are used to access knowledge

stored in RDF KGs. Since writing queries can become quite tedious and

challenging for end-users, question answering (QA) systems have been

introduced to simplify access to the KGs. These systems allow end-users

to take advantage of semantic web standards’ expressive power while si-

multaneously hiding their complexity behind intuitive and easy-to-use

1Simple Protocol and RDF Query Language
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systems [207, 208]. Therefore, a KG-based question answering system

(KGQAS) can be defined as an easy-to-use system that aims at making

the facts of KGs accessible and beneficial for end-users [207].

Natural language questions (NLQs) in KGQASs are categorized based

on different criteria. According to question types formulated by end-

users, questions are classified into three major groups, including (1) fac-

toid questions, (2) confirmation questions, and (3) hypothetical questions

[209]. The factoid questions are factual in nature and commonly start

with a WH-word2. The confirmation questions are generally answered

in the form of “yes” or “no” through verification and justification. The

hypothetical questions have no specific correct answers, and the answers

are subjective. The number of hops required to reason over KGs to ob-

tain answers is another criterion that divides NLQs into two categories:

simple questions and complex questions. A simple question, namely a

single-hop question, is answered through only one hop, whereas a com-

plex question, called a multi-hop question, requires reasoning over two

or more hops of the KG [10, 24, 210]. The target of this paper is factoid

questions, both simple and complex.

Although many KGQASs have been proposed in recent years, they of-

ten require a lot of training data, which is usually unavailable in small and

medium scaled KGs (including facts ranging from thousands to hundreds

of thousands). The same observation is made in our project WordLiftNG

[17] when working with SMEs. In the project, KGs are created for SMEs’

websites (e.g., tourism websites), while to make these KGs accessible for

users using machine learning techniques, training examples are hardly

available. We conduct a literature review (see Section 3.3) and observe

that the primary attention has been paid to huge KGs, which is why we

aim to propose an approach to answer questions over small and medium

2when, where, who, what, etc
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scaled KGs where there is little or no training data.

This paper tackles three challenges in providing KGQASs for SMEs

as follows.

1. Lack of training data is a primary challenge in small and medium

scaled KGs to develop KGQASs. Despite numerous possibilities to

use machine learning ideas to develop KGQASs, those ideas cannot

be accomplished on this scale without relevant data.

2. Traditional KGQASs rely on hand-crafted templates, which require

a lot of effort to cover every possible question and cannot be easily

adapted to other KGs.

3. The linguistic gap between questions and KGs’ vocabularies can

lead to poor performance in answering questions, particularly

multi-hop questions that generally include more complex seman-

tic information than simple questions.

Due to the aforementioned challenges, the main research question of

the study is how to leverage machine learning and semantic web to an-

swer questions asked by end-users using facts stored in small and medium

scaled KGs?. The research sub-questions derived from the main research

question can be summarized as (1) how to alleviate the training data

problem in QA over small and medium scaled KGs? (2) how to over-

come the task of defining templates for each possible question?, and (3)

how to bridge the linguistic gap between question sentences and KGs’

vocabularies?

According to the described challenges and research sub-questions, the

main contributions of this paper can be summarized as follows:

1. A semi-automatic generic approach is introduced to create training

data using facts stored in KGs.
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2. NLQs are automatically mapped into query patterns according to

questions’ grammatical information.

3. Different similarity measurements are employed to identify entities

and classes of a given input question, and also a multi-label classifier

is applied to extract relations.

4. A real KG describing touristic entities is used to show how the pro-

posed approach can be applied in practical use-cases. Additionally,

we show how the approach improves the end-to-end user experience

in terms of accuracy, recall, precision and F1-score.

In the light of industrial requirements and current challenges in SMEs

to develop KGQASs, this paper is built around a practical use-case in

tourism from the project WordLiftNG. Here, we target to enable end-

users to ask their information needs through factoid questions and get

their answers. For example, the question “Which hotels offer pet-friendly

rooms in Salzburg?” is posed by a user, and then the answer is returned.

In this research study, we present a graph isomorphism-based ap-

proach for QA over small and medium scaled KGs consisting of two

phases: an offline phase followed by a semantic parsing phase. The of-

fline phase introduces a solution to generate training data from facts

stored in a KG. Then, the generated training data is used to build a

semantic parser to answer a given input question in the semantic parsing

phase.

The remainder of the paper is organized as follows. Section 3.3 re-

views the related works, Section 3.4 formulates the problem, Section 3.5

introduces the proposed approach, Section 3.6 presents the experiment

and evaluation results, Section 3.7 provides the discussion and Section

3.8 contains the conclusion and future work.
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3.3 Related Works

This section summarises the related work on QA over KGs. Since trans-

forming a set of RDF triples into informative text is a task of natu-

ral language generation, and the given focus of our study is to provide

a KGQAS for SMEs, we restrict the literature review to the research

progress in the area of QA over KGs.

Generally, related works in QA over KGs can be divided into three

main groups, namely, template-based techniques, information retrieval-

based techniques and semantic parsing-based techniques. We briefly re-

view each of these three groups as follows.

1. Template-based techniques: Template-based KGQASs take advan-

tage of templates or rules to answer questions through mapping

questions to predefined templates [4, 14, 211, 212]. Although these

approaches lead to high precision, recall is low due to low cover-

age of the variety of questions [213]. Additionally, adaptation for

various domains is difficult in these approaches. In the context

of the movies and cinemas domain, an ontology-based system has

been introduced in [214]. This system uses a set of questions called

predictive questions, which are likely to be asked by users in the

domain ontology. Then, a corresponding query template is gener-

ated according to each predictive question that can be used only

to extract the answer to that question from the KG. The presented

model in [215], namely Aqqu, maps questions to three templates

that basically have limited coverage on complex questions. Then,

all entities that match a part of the question are identified from the

KG. Next, Aqqu instantiates the three templates and chooses the

best instantiation based on a ranking model to query the KG and

return the answers.
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2. Information retrieval-based techniques: These approaches focus on

retrieving all candidate answers and then ranking them to select

the best answers instead of parsing the NLQ to obtain a formal

semantic representation. The state-of-the-art works [7, 8, 9, 216]

leverage neural networks to generate distributed representations

of questions and candidate answers. These networks are trained

with more than 4K questions paired with answers which are rarely

available in the case of small and medium scaled KGs. For example,

EmbedKGQA [9] uses KG embeddings to answer multi-hop NLQs.

First, it learns a representation of the KG in an embedding space

using ComplEx embedding. It then learns a question embedding

using a feed-forward neural network for a given question. Finally, it

combines these embeddings to predict the answer through a scoring

function.

3. Semantic parsing-based techniques: The semantic parsing-based

techniques conceptualize the task of QA over KGs to parse NLQs

and then convert the questions to logical forms or structured queries

such as SPARQL queries. Neural semantic parsing approaches can

cover more complex questions. However, it is challenging to train

a neural semantic parser due to the lack of a considerable amount

of gold logical forms [10]. A structure, namely the syntactic graph,

is introduced in [12] to represent the intention of a given input

question using three types of syntactic information, including word

order, dependency and constituency features. Then a graph-to-

sequence model is employed to encode the syntactic graph and de-

code a logical form for the question. A recursive neural network-

based approach is introduced in [217] to learn and classify ques-

tions into their corresponding query patterns using a Tree-Long

Short Term Memory (LSTM) model. This model is trained over
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LC-QuAD dataset[218] which includes 5K questions paired with

their SPARQL queries. A comparative study is presented in [219]

using the LC-QuAD 2.0 dataset [220] that consists of 30K question-

answer pairs. The objective of this study is to compare different

classifiers, including random forest classifier [221] and XGBoost

classifier, based on different pre-processing techniques, including

POS tags, word embeddings and combination of POS tags and

word embeddings. Similar to [217, 219], TeBaQA [222] leverages

question classification to shift the QA problem into a classification

task. In TeBaQA, syntactic and semantic features are used to train

a statistical classifier. TeBaQA categorizes questions based on their

subject areas (e.g., film, music, or city) to calculate semantic fea-

tures. While some information, such as the number of verbs or

adjectives, is used as syntactic features, dependencies of questions’

words do not contribute to shaping feature vectors. Note that in

semantic parsing-based approaches, the DBPedia-based annotator

tools (e.g., DBpedia Spotlight [223]) or DBPedia-based lexicons

(e.g., RNLIWOD3) are mainly applied to address the tasks of en-

tity linking or relation extraction, which are limited to DBPedia

KG [217].

Although template-based approaches can be applied in small and medium

scaled KGs, they require much effort to ensure covering every possi-

ble question and cannot be easily adapted to new domains. Different

from the information retrieval-based and semantic parsing-based meth-

ods in [219, 217] which require a considerable amount of training data,

we propose an approach to automatically classify questions into their

corresponding query patterns for SMEs. First, we deal with the lack of

training data in small and medium scaled KGs by generating NLQs over
3NLIWOD - Natural Language Interfaces for the Web of Data: https://github

.com/semantic-systems/NLIWOD
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RDF triples in a semi-automated solution. Then, in contrast to [222],

our approach analyzes questions based on purely syntactic features, in-

cluding POS tagging and dependency parsing. While the state-of-the-art

approaches widely apply DBPedia-based annotators and dictionaries to

identify entities and relations, we define a similarity score and a predicate

classifier in our work. String and semantic similarity scores of n-gram

words collected from the NLQ and KG’s entities and classes are used to

define the similarity scores and identify the entities and classes mentioned

in the NLQ. Also, the predicate classifier calculates the probability dis-

tribution of relations and finds the relations with the highest probability.

3.4 Problem Definition

Formally, we denote4 a KG as KG = (N, E, F ), where N and E are the

sets of entities (i.e. nodes) and relations (i.e., edges), respectively and F

is a set of facts. Each fact refers to a triple (s, r, o) to present relation

r ∈ E between the subject s ∈ N and object o ∈ N ∪ C, where C is a set

of the used classes5 in the KG. Once the number of facts |F | is around

thousands or hundreds of thousands, the KG’s scale is assumed to be

small and medium.

Given an available small and medium KG KG = (N, E, F ) and a

NLQ q in the format of a sequence of tokens, the task of QA over KGs

aims to answer the question q using the facts F stored in the KG.

4A KG can be defined as a combination of instance data (ABox) and ontology data
(TBox). Since the ontology is not considered in this study, we limit our definition to
KGs containing instance data.

5In RDF, anything with a subject Uniform Resource Identifier (URI) is called a
resource and a class is simply a way of defining groups into which resources can be
meaningfully placed.

94 of 220



3.5. Proposed Approach

3.5 Proposed Approach

In this section, our approach is presented. An overview of our approach

is given in Section 3.5.1, and the details of the approach are provided

further. Section 3.5.2 presents the details on how questions are generated

over RDF triples in the pre-processing, offline phase. Further, Section

3.5.3 lists and discusses all the steps of the semantic parsing phase.

Figure 3.1: An overview of the proposed approach.

3.5.1 Overview

In our work, the proposed approach consists of two phases, including

an offline phase and a semantic parsing phase, as shown in Figure 3.1.

The offline phase applies a semi-automated solution to generate training

data containing question and answer pairs, query patterns and relations.

The semantic parsing phase consists of four steps, including (1) question

classification, (2) entity and class linking, (3) relation extraction, and

(4) slot filling and query execution. The objective of question classifica-

tion is to utilize structural information in questions to learn an XGBoost

classifier[224] and then assign a query pattern to a given input question.

Since SPARQL is basically a graph-based query language, isomorphic

SPARQL queries are used to determine query patterns. We conduct part
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of speech (POS) tagging and dependency parsing techniques to analyze

the structural information of questions. The assigned query pattern con-

tains empty slots, which are then instantiated after the entity and class

linking, and relation extraction steps. In the entity and class linking

step, we utilize string and semantic similarity metrics to map entities

and classes mentioned in the question sentence with corresponding enti-

ties and classes in the KG. Additionally, a multi-layer perceptron (MLP)

classifier is learned to predict the probability distribution of the KG’s

relations in the relation extraction step. Finally, the Cartesian product

of the possible values in the slots is applied to fill the slots and retrieve

the answers.

3.5.2 Offline Phase

We choose a semi-automatic way to generate questions over RDF triples

for two main reasons. First, manually generating questions would be too

costly, requiring a certain level of knowledge of the underlying KG’s do-

main. Second, automatically generating questions using neural networks

or natural language models requires large KGs and training datasets to

achieve good performance (these KGs are basically larger than the small

and medium scaled KGs) [225, 226, 227].

In this offline phase, we define a set of RDF templates according to

the maximum number of hops in complex questions as a first step. In the

following step, the RDF templates are utilized to generate NLQs through

querying the KG and verbalizing query results. Figure 3.2 depicts the

workflow of the offline phase, which is explained in detail as follows.

3.5.2.1 RDF Templates

To define RDF templates, the maximum number of hops n in complex

questions needs to be determined. Basically, the number of required hops
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Figure 3.2: The workflow of the offline phase.

for reasoning over triples of a KG to find answers does not exceed 4 in

real scenarios. The statistics of the existing benchmark QA datasets [218,

228, 229, 230, 231] confirms this statement. Thus, this paper assumes

that the required number of hops is n <= 4.

With the assumption of n <= 4, all the possible unlabelled trees

formed from n hops are defined. An unlabelled tree is assumed to be a

tree whose nodes are not explicitly labelled. Thus, we are interested only

in tree structures when counting unlabelled trees consisting of n hops.

As shown in Table 3.1, the number of unlabelled trees for 1, 2, 3 and 4

hops are 1, 1, 2 and 3, respectively.

Then, each unlabelled tree is presented with a set of RDF templates,

where the nodes and edges represent entities (subjects, objects or classes)

and properties, respectively. Note that all the possible states to represent

an n-hop unlabelled tree using RDF triples is equal to 2n as shown in

Table 3.1. For example, the RDF templates of the unlabelled tree with

n = 2 are depicted in Figure 3.3.

97 of 220



3. Question Answering over Knowledge Graphs: A Case Study in
Tourism

Table 3.1: Statistics of unlabelled trees and RDF template based on hops.

Hop Unlabelled tree RDF template
1 1 1 × 2
2 1 1 × 4
3 2 2 × 8
4 3 3 × 16

Figure 3.3: Unlabelled tree and RDF templates with 2 hops.

3.5.2.2 Question Generation

According to each RDF template, a SPARQL query is defined to retrieve

those entities and properties of the KG mapped to the RDF template.

The defined SPARQL query includes a condition to filter out the unnec-

essary properties and a solution modifier to limit the number of returned

rows to k.

Generally, some properties in a KG are unnecessary in NLQ genera-

tion, such as the properties used to link the KG entities to the entities in

other KGs (e.g., dbo:sameAs, dbo:seeAlso). We filter out all the unnec-

essary properties from the SPARQL queries to prune the irrelevant parts

of the KG.

Moreover, to get random results from a SPARQL query, the

SPARQL’s built-in RAND() function is used to order results by that

random number. The idea behind retrieving k random rows is to shuffle

the facts’ KG and then have an approximate balance between the distri-
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bution of templates based on the number of hops (e.g., the 1-hop RDF

template can retrieve all the facts of the KG).

Therefore, given a RDF template, a SPARQL query is executed,

and then a verbalization process is performed over the query results.

We use the labels of entities (non-literal) and properties to verbalize

them. If an entity or edge does not have a label in the KG, the vari-

able part of its URI is adopted (e.g., we use “farmhouse holidays” as the

variable part of the URI <http://open.salzburgerland.com/en/entity/

farmhouse_holidays>). Additionally, an entity is randomly selected as

the answer entity for each row query result. Then, the domain and range

of the property connected to the answer entity are fetched to determine

the WH-word of the factoid question (e.g., once the domain is “Place”,

the relevant WH-word is “Where”).

Thus, the information obtained for each row query result includes

the verbalized triples, the answer and the WH-word. We employ this

information to create a question manually in the next step. Since humans

create questions, they are expressed differently due to humans creating

questions based on their own vocabularies. For example, to make a simple

question for the information “(Mozart Week, startDate, 22 January),

answer: Mozart Week, WH-word: When”, different questions may be

created such as “When does Mozart Week start?”, “When does Mozart

Week begin?” and “What is the starting date of Mozart Week?”.

Next, we utilize each obtained question as a pre-defined question sen-

tence q with placeholder (entity holder, class holder and relation holder)

variables (e.g., “When does [entity_holder] [begin]”) to create more

questions automatically through running their corresponding SPARQL

queries. Thus, the placeholders of the question sentence q are replaced

with the verbalized forms of the retrieved values to shape new NLQs.

For each generated question, the information, including the answer,
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the RDF template, the number of hops, the required number of en-

tities, classes and relations as the placeholders (to make a SPARQL

query) and also the corresponding KG’s relations are collected to be

fulfilled in the semantic parsing phase. As an example, according to

Figure 3.4, for the question sentence “What is the address of the hotel

where Mozart Week takes place” the numbers of hops, entity holders,

class holders, and relation holders are 3, 1, 1, and 2 respectively and

the corresponding relations include <http://schema.org/address> and

<http://schema.org/organizer>.

Figure 3.4: An example of collected information of a question.

3.5.3 Semantic Parsing Phase

Query patterns as a significant part of QA over KGs simplify semantic

parsing of input questions and creation of structured queries to retrieve

answers [215]. Since SPARQL is basically a graph-based query language,

an isomorphism can be used to determine the structural equivalence of

two SPARQL queries [222]. According to graph isomorphism, two query

patterns, which basically are labelled graphs, are isomorphic if there is

an edge-preserving node bijection6 between entity (and class) sets.
6A bijection is a bijective function that establishes a one-to-one correspondence

between elements of two given sets. Here, sets are considered as the sets of graphs’
nodes.
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For example, although questions “What is the address of the hotel

where Mozart Week takes place?” and “What is the phone number of the

ski-resorts that open in October?” are semantically different, their query

patterns include the same number of nodes and edges and also their edge

connectivity is retained. Thus, these questions are answered through one

query pattern due to the structural similarity of their SPARQL queries,

as shown in Figure 3.5.

Figure 3.5: Semantically different questions with similar query pattern.

Thus, we determine a set of query patterns as question classes using

graph isomorphisms according to the obtained information in the offline

phase (including varied questions and their RDF templates and the num-

ber of entity, class and relation holders). The graph patterns comprise

some slots (entity holders, relation holders and relation holders) indepen-

dent of the KG’s domain and vocabulary. In section 3.6.2, we show all

the basic query patterns used as the question classes in our use-case.

3.5.3.1 Question Classification

After determining the query patterns, a classification model is employed

to classify NLQs into their corresponding query patterns. We use XG-

Boost classifier due to it is a boosting classifier, which combines tree mod-
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els with lower classification accuracy and builds a highly accurate and

low false positive model through the constant iteration of the model[224].

XGBoost (Extreme Gradient Boost) classifier is considered an imple-

mentation of gradient boosted decision trees (GBDTs) for classification.

A GBDT is a decision tree ensemble learning algorithm that combines

multiple machine learning models to produce improved results using a

gradient descent algorithm. Gradient boosting is based on the idea that

combining the best possible next model with the prior models minimizes

overall prediction errors.

Thus, an XGBoost Classifier is trained to assign an appropriate query

pattern to a given input question. The features are calculated based

on the grammatical structure of questions, including POS tagging and

dependency parsing. Also, we use the padding and label encoding to

accomplish inputs with the same size in numeric forms, respectively.

Part of Speech (POS) Tagging: POS tagging, a very basic and well

known natural language processing problem, is used to classify words of

a sentence into their corresponding part of a speech (verb, noun, adjec-

tive, etc) and label them accordingly. This paper applies the averaged

perceptron tagger from the Natural Language Toolkit (NLTK) package7

which is based on the average perceptron machine learning algorithm, to

generate POS tags of the question sentences.

Dependency Parsing: Dependency parsing is used to analyze the

grammatical structure of a sentence according to the dependencies be-

tween the words of the sentence. Dependency triples represent the re-

lationships between two words (headword and dependent word) using

dependency tags. Since the output from the parse tree needs to be vec-

torized, we conduct dependency triples of a question sentence in the

form of <POS tag of headword, dependency tag, POS tag of dependent

7https://www.nltk.org/
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word>. Considering the question sentence “When does Mozart Week

start?”, Figure 3.6 illustrates the dependencies among the words. For

example, there is the dependency aux (i.e., auxiliary) from “start” with

POS tag VB (i.e., verb, base form) to “does” with POS tag VBZ (i.e.,

verb, 3rd person sing. present) that is considered as a triple <VB, aux,

VBZ>.

Figure 3.6: An example of dependency parsing.

Padding: Padding is commonly used in natural language processing

tasks to obtain feature vectors with the same length. This paper uses

post-padding to pad feature vectors to a preferred length.

Label Encoding: Basically, machine learning algorithms such as XG-

Boost will perform better in terms of accuracy and other performance

metrics when the data is expressed as a number (machine-readable form)

instead of categorical. Here, label encoding converts the POS tags and

dependency triples into numeric forms. All the possible POS tags (in

default tagger of NLTK package) and dependency tags are considered to

encode features, which are 37 and 63, respectively. So, the maximum

number of possible triples in the form of <POS tag, dependency tag,

POS tag> is equal to 37 × 63 × 37 − 37 that we consider all the possible

triples though some triples may never happen.

Thus, given a question, the POS tags and dependency triples are

generated and padded with the maximum lengths l1 and l2 (determined
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according to maximum values in training data), respectively. Next, the

padded vectors are encoded and then concatenated to shape the feature

vector of the question with length l1 + l2. Once the XGBoost classifier is

trained, it is able to predict the question’s query pattern.

Figure 3.7 shows the whole process of POS tagging, dependency

triples, padding and encoding of the example question sentence “What

is the address of the hotel where Mozart Week takes place?”. In this ex-

ample, we use “x” and “y” to pad the POS tags and dependency triples,

respectively.

3.5.3.2 Entity Linking and Class Linking

The task of entity linking can be defined as linking entities from the KG

that are mentioned in the question sentence. To end this, our introduced

technique includes three stages: (1) n-gram collection, (2) candidate re-

trieval from the KG, and (3) entity selection. Here, we use the same

technique to link class mentions appearing in questions with their corre-

sponding classes in the KG.

First, word n-grams are collected (as the entity or class mentions)

using a fixed-sized sliding window that runs from start to end of a ques-

tion sentence (an n-gram is a subsequence of length n from an item

sequence). Here, we apply unigram, bigram and trigram to extract all

possible tokens. Taking the word sequence in the question sentence:

“When does Mozart Week start?” as an example, there are five 1-gram

(i.e., unigram): “When”, “does”, “Mozart”, “Week” and “start”, four 2-

grams (i.e., bigrams): “When does”, “does Mozart”, “Mozart Week”, and

“Week start”, and three 3-grams (i.e., trigrams): “When does Mozart”,

“does Mozart Week”, and “Mozart Week start”. In the stage of candidate

retrieval, two indexes are created based on labels of entities8 and classes,

8Either URI resources or literal resources
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respectively (if an entity or class does not have a label, the variable part

of its URI is adopted). To select relevant entities and classes in the

last stage, we leverage Levenshtein edit distance[232] to compute string

similarity as well as word embeddings in order to create embeddings of

mentions and candidates. This enables us to calculate the semantic score

using cosine similarity.

Levenshtein edit distance is computed through a dynamic program-

ming algorithm that addresses the problem of string matching based on

various edit operations, including substitution, deletion or insertion [233].

Here, the minimum number of single-character insertions, deletions, and

substitutions required to transform a mention into a candidate is consid-

ered as their Levenshtein edit distance. We consider the length of the

candidates in finding their similarities (lines 2 and 3 of Algorithm 1) to

prioritise the longest word combinations rather than the words that make

it up. To accomplish word embeddings, we apply the pre-trained model

SBERT9 to generate the embeddings of the mentions and candidates

and then compute the cosine similarity between the embeddings. While

BERT10 is a state-of-the-art pre-trained contextual language representa-

tion model built on a multi-layer bidirectional transformer encoder [62],

SBERT is a modification of the pre-trained BERT network to derive

a semantically meaningful word or sentence embeddings using siamese

and triplet network structures [234]. Thus, given each entity and class

mention collected by n-grams, we calculate their similarity scores with

candidates from entity and class indexes according to the pseudo-code

shown in Algorithm 1.

Next, the entities and classes with the highest similarity scores are

selected according to the required number of entity holders and class

holders in the query pattern.

9Sentence-Bidirectional Encoder Representations from Transformers
10Bidirectional Encoder Representations from Transformers
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Algorithm 1 Similarly Score Computation
1: Compute vector STS (STring Similarity) containing the Levenshtein

edit distance ld between entity mention m and entity candidates
2: Sort STS based on ld/ls ascending where ls is the length of the entity

candidate
3: Sort STS based on ls descending if ld is equal to zero
4: Compute STR (STring Ranks) including the entity candidates’

string-ranks where the string-rank of the entity candidate c is
1/index(stc) where index(stc) is is the index of the entity candidate
c in STS vector

5: Compute vector SES (SEmantic Similarity) containing the cosine
similarity cs between the embeddings of an entity mention m and
the embeddings of entity candidates

6: Sort SES based on cs descending
7: Compute SER (SEmantic Ranks) including the entity candidates’

semantic-ranks where the semantic-rank of the entity candidate c is
1/index(sec) where index(sec) is is the index of the entity candidate
c in SES vector

8: Compute similarly score of an entity mention m and the entity can-
didate c based on the sum of their ranks in STR and SER

3.5.3.3 Relation Extraction

The task of relation extraction targets at finding the specific predicates

(also named properties or relations) from the KG that match the phrases

detected in a given question sentence. Basically, the task of relation ex-

traction is more difficult than the detection of entities and classes due

to the large number of expressions that can be used to express the same

predicate [211]. Since a question sentence can include more than a rela-

tion (such as the described questions in Figure 3.5), we utilize multi-label

classification. The task of multi-label classification is concerned with

learning from a set of samples that are associated with a set of labels.

So, zero or more labels are required as output for each input sample.

To accomplish relation extraction, given a question, probability distri-

butions for predicates are computed by an MLP predicate multi-label

classifier. Note that the unnecessary predicates which are identified in

the offline phase are not considered in this calculation.

An MLP classifier is a neural network that follows a feed-forward
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mechanism and maps input data onto corresponding outputs, and the

neurons in the MLP are trained with the back propagation learning al-

gorithm. It consists of three types of layers, including the input layer,

output layer and hidden layer. The input layer receives the data to be

processed. Next, the hidden layers, which are an arbitrary number of

layers between the input and output layer, are the true computational

engine of the MLP. Finally, the task of classification is performed by the

output layer.

We use the pre-trained model SBERT to generate the embedding

of question sentences. Then the embedding is passed through an MLP

classifier with two hidden layers (in our use-case) followed by a sigmoid

activation function in the output layer. The sigmoid function is the right

choice due to it predicts the probability for each class label (a value

between 0 and 1), and the predicted probabilities are independent (the

probabilities-sum does not need to be 1).

Once the predicate classifier outputs the probability of each predicate

in an input question, the top-k relations are selected as the most relevant

extracted relations where k is equal to the number of required relation

holders in the assigned query pattern.

3.5.3.4 Slot Filling and Query Execution

Once entities, classes and relations that can fill the slots of a query pat-

tern are identified, we arrive at a range of possible states to fill the slots

using the Cartesian product of the possible values. Since the maximum

number of hops in a query pattern equals 4, the total number of permuta-

tions to fill slots is limited. So, a SPARQL query is executed according to

each permutation, but in most queries, no results are returned. Finally,

the union of all the returned results is considered the answer.
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3.6 Experimental Study

This section contains details about the experimental study. In Section

3.6.1, the applied KG in our use-case is introduced. Section 3.6.2 explains

the experiment process in the offline and semantic parsing phases, and

Section 3.6.3 provides information on the evaluation metrics and the

reasons why those evaluation metrics are considered. Finally, in Section

3.6.4, we present our experimental results.

3.6.1 Dataset

With the rapid increase in using KGs to store and present data generated

by SMEs, KGs have been developed in tourism websites in recent years.

So, we choose a KG in the tourism domain to showcase the proposed ap-

proach. The KG chosen for this empirical study is from Salzburgerland11

(this KG is a part of the project WordLiftNG12). It consists of approx-

imately 31K facts describing touristic entities of the region of Salzburg,

Austria.

3.6.2 Experiment Process

To construct the training data, the unnecessary properties of the KG are

identified in the offline phase. Among the 39 properties that are present

in the Salzburgland KG, 10 properties are identified as the unnecessary

properties, as tabulated in Table 3.2.

Out of all the possible RDF templates in Table 3.1 (70 RDF tem-

plates13), we execute SPARQL queries where some of them may return

no result. Since the objective is to arrive at an almost balanced distribu-

tion among questions based on the number of hops to return the answers,
11http://data.salzburgerland.com/en
12Eurostars funded project WordLiftNG aims to construct the most SEO-friendly

structured linked data (e.g., KGs) for SMEs.
131 × 2 + 1 × 4 + 2 × 8 + 3 × 16 = 70

109 of 220

http://data.salzburgerland.com/en


3. Question Answering over Knowledge Graphs: A Case Study in
Tourism

Table 3.2: Unnecessary properties in Salzburgland KG.

property
http://schema.org/description
http://schema.org/image
http://www.w3.org/2002/07/owl#sameAs
http://schema.org/sameAs
http://purl.org/dc/terms/references
http://schema.org/url
http://purl.org/dc/terms/subject
http://schema.org/dateModified
http://schema.org/datePublished
http://schema.org/interactionCount

the values of K (the number of returned results) in RDF templates are

different. The obtained information from each row result includes the

verbalized triples, the answer entity, and the WH-word question. These

elements are used to generate questions by the authors involved in the

paper. Once all the questions are generated, we categorize the questions

based on the isomorphic graph patterns, the required numbers of entity

holders, class holders and relation holders and finally arrive at 7 query

patterns (we ignore the patterns with examples less than 5% of the total

number of generated questions) that Table 3.3 shows the statistics.

Table 3.3: Statistics of query patterns.

Query pattern Hops entity holders class holders relation holders Questions
1 1 1 0 1 98
2 2 1 1 1 103
3 2 2 0 1 106
4 3 1 1 2 102
5 4 1 1 3 78
6 4 2 1 2 117
7 4 2 1 3 151

To present feature vectors of the questions, the maximum numbers

of POS tagging and dependency triples of the observed sequences are

considered 17 and 18, respectively. We use ’x’ and ’y’ to pad the POS

tags and dependency triples, respectively, to make the samples in the

same size (the length of the feature vectors is equal to 35).

We apply the pre-trained model distilbert-base-nli-stsb-mean-tokens
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with a dimension of 768 to generate the feature vectors of the questions.

Thus, the training set comprises the vectors, each associated with a set of

29 relations. In our use-case, we apply an MLP multi-label classifier with

two hidden layers including 100 and 40 units (with a ReLU14 activation

function), respectively, followed by a sigmoid activation function in the

output layer, where the more details of the model are shown in Table 3.5.

3.6.3 Evaluation Metrics

Accuracy, one of the most common metrics, is used to measure the overall

correctness of the employed classification models. This metric refers to

the ratio of the total correct predictions over the total predictions, both

correct and incorrect, as the following:

Accuracy = correct predictions
total predictions (3.6.1)

We adopt three metrics, including recall, precision and F1-score to

evaluate the effectiveness of the entire proposed approach.

Recall refers to the ratio of the correctly retrieved answers over all

the given explicit standard answers; the formulation is as follows:

R = correctly obtained answers
gold standard answers (3.6.2)

Precision refers to the ratio of the correctly retrieved answers over all

returned answers, as the following:

P = correctly obtained answers
returned answers (3.6.3)

F1-score combines precision and recall for simplicity, and the formu-

lation is as follows:
14Rectified Linear Unit
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F1 = 2 × P × R

P + R
(3.6.4)

3.6.4 Experimental Results

This section provides details on the applied models such as hyper-

parameters and describes experimental results.

According to the generated questions in the offline phase, the QA

dataset is made of 700 questions that are split into train and test datasets.

The split ratio is 75% for the training set and 25% for the test set that

is used to evaluate the employed classifiers, and then the whole proposed

approach.

The XGBoost question classifier and MLP predicate classifier are

trained using 5 k-fold cross-validations to control overfitting during the

training. The achieved values for the accuracy of the XGBoost classifier

and MLP classifier are 0.93 and 0.91, respectively.

Tables 3.4 and 3.5 show the tuned hyper-parameters of XGBoost and

MLP classifiers, respectively.

As seen in Table 3.4, we opt for gbtree and auto as the booster and

tree method. Since the booster is of tree type, the learning rate is kept at

the default 0.3, and the number of trees is 5. Due to multi-class classifica-

tion, objective should be multi:softprob. Additionally, we directly control

model complexity through max_depth and gamma and add randomness

to make training robust to noise by subsample and colsample_bytree.

We set the max depth to 3 (3 units lower than the default 6), gamma to

20, subsample to 0.5 and colsample_bytree to 0.4.

As mentioned in Section 3.6.2, MLP classifier implementation uses

two hidden layers and one output layer. The first hidden layer is made

up of 100 hidden units, while the next is made up of 40 hidden units.

The number of units in the input layer equals the number of the features
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Table 3.4: XGBoost parameters.

Parameter Value
booster gbtree
learning rate 0.3
max_depth 3
number of trees 5
subsample 0.5
colsample_bytree 0.4
objective multi:softprob
gamma 20
tree method auto

768, and the number of units in the output layer equals the number of

classes, 29. We apply the activation function ReLU for the hidden lay-

ers because ReLU is more resistant to the vanishing gradient problem

than other activation functions. We use dropout in our implementation

to alleviate the overfitting in MLP classifier and also apply the early

stopping technique to monitor the validation accuracy. Dropout is a reg-

ularization method in the deep networks that network units are randomly

ignored (dropped out) during training. Additionally, early stopping, as

an effective and simple form of regularisation, stops the training once

the monitored metric has stopped improving. As shown in Table 3.5, the

training is carried out for 100 epochs in our MLP implementation, and

the value for dropout in each hidden layer is 0.45. The learning rate (LR)

controls the rate or speed at which the model learns. Once LR is large,

the model learns faster but may cause undesirable divergent behaviour.

Once LR is small, it allows the model to learn a more optimal but may

take significantly longer to train. Here, we apply an adaptive learning

rate Adam with an initial value of 0.01, considering the importance of

LR in our MLP classifier. The loss function as another circuital aspect,

which quantifies the difference between the expected outcome and the

outcome produced by the model, is considered binary cross-entropy (it

is useful for binary and multi-label classification problems).
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Table 3.5: MLP parameters.

Parameter Value
Input Dimensions 768
Epochs 100
Learning Rate 0.01
Loss Function binary_crossentropy
Dropout 0.45
optimizer adam
Output Dimensions 29

Table 3.6 presents recall, precision and F1-score of 175 test questions

over the implemented proposed approach by the number of hops, where

’Right’ denotes the number of questions that are correctly answered. Ac-

cording to Table 3.6, the final accuracy is 0.72, which means 72 percent

of questions (127 questions out of a total of 175 questions) can be an-

swered correctly. The F1-score has higher values for questions with fewer

hops (as expected) because obtaining answers for complex questions is

basically much more difficult than simple questions. Overall, the average

precision, recall, and F1-score are 0.86, 0.80 and 0.82, respectively.

Table 3.6: Results on different hop questions.

Hop Questions Right Recall Precision F1-score
1-hop 23 23 1.0 1.0 1.0
2-hop 44 34 0.86 0.84 0.84
3-hop 22 13 0.90 0.73 0.80
4-hop 86 57 0.70 0.66 0.67

We provide a failure analysis of our approach, which shows three rea-

sons for the failure of the questions. The first reason is the question

classification problem, which accounted for 6.8%. The second one is the

failure of entity or class linking, which means we can not find the correct

referred entity or class for 6.8% questions that are classified correctly.

The third one is relation extraction, which accounted for 4.6%. Further-

more, we find that considering all the permutations to fill slots reduces

the precision in some cases. In 14.8% of the questions, the queries filled

with wrong permutations of entities or relations retrieve incorrect an-

114 of 220



3.6. Experimental Study

swers.

Table 3.7: Failure analysis of the proposed approach.

Reason Ratio
Question Classification 6.8%

Entity and Class Linking 6.3%
Relation Extraction 4.6%

To compare our approach with the state-of-the-art approaches, we

re-implement the question classification step of TeBaQA [222]. Accord-

ing to the described features15 extracted from questions in TeBaQA, we

train three classifiers, including an MLP classifier, XGBoost classifier and

support vector machine (SVM) classifier, to identify the query patterns

of the questions. Figure 3.8 compares the gained accuracy of TeBaQA-

based classifiers with the accuracy of our proposed question classifier

(PQuestion Classifier). As shown, our proposed approach improves the

accuracy by 12%.

Figure 3.8: Proposed approach versus the state of the art TeBaQA result.

Note that no single KGQAS will ever be a perfect system for all the

steps (question classification, entity and class linking, relation extraction
15The features that are not calculable in the case of Salzburgland KG are ignored.
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and query execution) on all scales of KGs. For example, our proposed

solution for entity linking can not be performed over a huge KG (e.g.,

DBPedia, which is employed in TeBaQA) with millions or billions of facts

due to it will require reducing search space for each given question and

then finding the relevant entities across a subset of the KG which is more

likely to contain those entities. In our next research, we will develop our

proposed KGQAS on the website of the underlying KG and show how

end-users evaluate our system based on the answers to the questions they

receive.

3.7 Discussion

In literature, most QA-based approaches either target huge KGs with

large training data or define many domain-dependent rules to cover differ-

ent questions. Hence, these approaches often cannot be applied directly

to small and medium KGs where no training data is directly available.

From the conducted experiments, we observe that our approach

achieves high performance in answering NLQs across small and medium

KGs. While the approach is tested on a touristic KG, it is not restricted

to a particular domain and can be generalized to other domains. More-

over, we find that answering complex questions is more challenging than

simple questions, as observed in other studies. As shown in Section 3.6.4,

complex questions gain less accuracy in comparison to simple questions

due to different reasons, including misclassification, incorrect entity and

class linking, and wrong predicted relation distributions in our work.

Our approach can be applied to SMEs’ KGs, including facts ranging

from thousands to hundreds of thousands. These quantities are derived

from the observation made in the WordLift project and working with

SMEs. For example, manufacturing SMEs can utilize our work to answer

the requests of domain experts regarding the production process on top
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of the semantically integrated data as a KG.

The key requirement in our work is humans’ assistance to generate

questions (as training data) based on their own vocabularies using the

verbalized RDF triples and the gained information in the offline phase.

Additionally, with complex questions, we expect to have at most four

hops for reasoning over triples of a KG. This assumption is made ac-

cording to the existing benchmark datasets’ statistics and the practical

scenarios in which it is much less likely to arrive at more than four hops.

Thus, the complex questions are assumed to be 2-hop, 3-hop and 4-hop

questions.

We also acknowledge the limitations of the work presented as follows:

• Since our work focuses on answering the factoid questions, it may

fall short of the other types of questions (i.e., the confirmation and

hypothetical questions, discussed in Section 3.2).

• While our approach takes into account all the possible RDF tem-

plates, it excludes questions that are rarely posed because of their

low frequency. Hence, we take out query patterns with a few exam-

ples when categorizing the generated questions in the offline phase.

This exclusion leads to limited misclassifications in the question

classification step.

• In the slot filling and query execution step, incorrect permutations

of detected entities, classes and relations can increase false positives

and consequently decrease precision.

With the above highlighted limitations, the task of QA over small

and medium scaled KGs can still be significantly improved.
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3.8 Conclusions

This paper proposes an isomorphism-based approach to develop KGQASs

over small and medium scaled KGs, including the offline and seman-

tic parsing phases. The offline phase targets at generating NLQs and

their answers over the underlying KG using RDF templates in a semi-

automated way. The outcome of this phase is utilized as training data in

the semantic parsing phase. According to the grammatical structure of

NLQs, an XGBoost classifier is trained to predict the relevant query pat-

tern of a given input question in the semantic parsing phase. The query

patterns comprise entity, class and relation holders as slots. We define a

similarity score based on the string and semantic measurements to select

the appropriate entities and classes from the KG. Additionally, a multi-

label MLP classifier is applied to predict probability distributions for

relations and then extract the relations in the question sentence. Then,

the Cartesian product of the possible values in each slot is considered to

derive and return answers.

To show how the proposed approach is applied in practical use-cases,

we use SalzburgerLand KG describing touristic entities and achieve the

average recall, precision and F1-score of 0.86, 0.80 and 0.82, respectively.

Looking back at the main research sub-questions and challenges, we

address the training data problem in small and medium scaled KGs

through the offline phase. We determine query patterns using graph

isomorphisms from SPARQL queries to deal with the task of defining

hand-crafted templates. Different similarity measurements and proba-

bility distributions tackle the linguistic gap between question sentences

and KGs’ vocabularies.

The future work will focus on the multilingual aspect and show how

the proposed approach can be adapted to a KG with a new language

(in particular, the German version of SalzburgerLand KG is also avail-
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able). To evaluate the proposed KGQAS using a practical setting, we

will develop the system on the website and ask the end-users to assess the

system. Furthermore, to generate questions in the offline phase, we will

involve more people to increase the diversity of the generated questions.

Also, “yes” or “no” questions and factoid questions merged with complex

aggregation functions (e.g., “How many ski-resorts with more than 100

slopes operate between October 20 and 31?”) will be covered in the next

investigation.
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4.1 Abstract

Question answering over knowledge graphs targets to leverage facts in

knowledge graphs to answer natural language questions. The presence

of large number of facts, particularly in huge and well-known knowledge

graphs such as DBpedia, makes it difficult to access the knowledge graph

for each given question. This paper describes a generic solution based

on Personal Page Rank for extracting a small subset from the knowledge

graph as a knowledge subgraph which is likely to capture the answer

of the question. Given a natural language question, relevant facts are

determined by a bi-directed propagation process based on Personal

Page Rank. Experiments are conducted over FreeBase, DBPedia, and

WikiMovie to demonstrate the effectiveness of the approach in terms of

recall and size of the extracted knowledge subgraphs.

Keywords: Knowledge graphs, Question answering systems, Knowl-
edge subgraph, Personal Page Rank

Publication: Sareh Aghaei, Kevin Angele, and Anna Fensel. “Build-
ing knowledge subgraphs in question answering over knowledge graphs”. In:
Proceedings of the 22nd International Conference on Web Engineering. Bari,
Italy: Springer-Verlag, 2022, pp. 237–251. DOI: 10.1007/978-3-031-09917-
5_16.

4.2 Introduction

With the growth of the data web, a massive amount of structured data

has become available on the web in the form of knowledge graphs (KGs).

To assist end users to access KGs, knowledge graph-based question an-

swering systems (KGQASs) have emerged to answer natural language

questions [208, 235, 236]. Although large KGs such as DBPedia with

millions or billions of facts are ideal sources for answering questions, ac-

cessing these KGs for each given question has become an intricate chal-
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lenge. To overcome this challenge, the recent KGQASs extract a subset

from the KG namely a knowledge subgraph for the question posed over

the KG as illustrated in Figure 4.1.

A knowledge subgraph targets to prune irrelevant parts of the KG’s

search space and contains only a set of facts that is likely to capture

the answer of a given question. Reducing the search space plays a key

role in the efficiency of different types of KGQASs including (1) rule-

based, (2) information retrieval-based, and (3) semantic parsing-based

systems (discussed in Section 4.3). Knowledge subgraphs lead to reducing

manual works required for setting up the rule-based systems [6, 211, 212],

pruning candidate entities and reducing training cost in the retrieval-

based systems [7, 8, 237] and making improvements in the mapping stages

of semantic-parsing systems due to preventing unnecessary computations

[238].

Thus, the task of building knowledge subgraphs over huge KGs avoids

exploring the whole KG for each question in KGQASs and narrows down

the search space. Basically, a trade-off between answer presence and

search space size [23] is required to build knowledge subgraphs. For

example, the mean shortest path between entities in DBpedia is around

5-hops, so extracting relevant subgraphs only by navigating a predefined

number of hops from a set of entities that represent the question’s focus

leads to a big part of the DBpedia however covers the answers, as an

instance, given a simple question such as “Where is the capital of the

US?”, there is approximately 600K facts around 1-hop of the US’s entity

in DBPedia. In contrast, to further reduce the retrieved facts, commonly

used techniques [7, 9, 239] even fail to capture answers of some simple

questions that can be addressed through one fact (discussed later).

Therefore, the primary research question of this paper is how to ex-

tract a knowledge subgraph for a posed natural language question that
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Figure 4.1: Extraction a subset from the knowledge graph.

reduces the size of the KG significantly and covers the answer. For exam-

ple, given the question sentence “Give me all the companies with more

than 1000 employees that were founded in the US from 1986 to 2000”

over DBPedia, the extracted knowledge subgraph has to contain rele-

vant facts around the entity of “the US” from millions facts stored in

DBPedia which cover the foundation date and employee number of the

companies located in the US. Note that the state-of-the-art KGQASs re-

quire to learn models for mapping the question to DBPedia facts to find

the answer, where the extracted knowledge subgraph helps these systems

to tackle with the huge search space size of DBPedia.

A general architecture to construct a knowledge subgraph for each

question to avoid exploring the whole KG is shown in Figure 4.2. The

architecture consists of three main steps namely topic entity identifi-

cation, neighborhood retrieval, and knowledge subgraph retrieval. The

topic entity identification step employs entity linking (EL) to recognize

named entities of questions which reflect the major focus of the questions

and next map each entity mentioned in the questions to its corresponding

entity in the KG (known as topic entity). Then, the neighbors around

topic entities need to be retrieved through n-hop reasoning over the un-

derlying KG. Finally, a knowledge subgraph which includes the topic

entity as its first entity, is expanded based on various techniques such as

heuristics, neural networks across the retrieved neighbors.

Personal Page Rank (PPR) [25] as a heuristic query-dependent tech-
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Figure 4.2: General architecture of knowledge subgraph construction.

nique is widely used in KGQASs to build a knowledge subgraph around

the topic entity with respect to the natural language question posed by

the end user [7, 9, 210, 239]. This paper follows the research of [7]

in using PPR and proposes a bi-directed propagation technique, called

BiDPPR to compute relevance scores for nodes. The BiDPPR employs a

bi-directed iterative process in which the scores are propagated through

incoming and outgoing edges of nodes in each iteration. The major nov-

elty of the proposed approach lies in detecting when there is no directed

path from topic entities to answer entities, the PPR technique fails to

build subgraphs covering the answer entities and then proposing a solu-

tion to deal with it. For example, given posed questions “Where does

Piccadilly start?” and “Where was the author of the theory of relativity

educated?” over WikiData and DBPedia, respectively, PPR technique

fails to retrieve the knowledge subgraphs which cover the answers because

there are no direct paths from topic entities (“Piccadilly” and “theory of

relativity”) to answer entities (“Dover street” and “ETH Zurich”) over

the underlying KGs as shown in Figure 4.3. Note that although the ques-

tion “Where does Piccadilly start?” only needs one fact to be answered,

the PPR-generated knowledge subgraph does not include the answer.

The main contributions of the paper can be summarized as follows:

1. An approach to build knowledge subgraphs over KGs for questions

is proposed which follows the generic existing architecture shown
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Figure 4.3: The path between topic entity and answer entity.

in Figure 4.2.

2. A new bi-directed propagation technique based on PPR is intro-

duced to retrieve those entities from a KG which are more likely to

answer questions.

3. Experimental results are demonstrated on QA datasets over Free-

Base, DBPedia and WikiMovie and a comparison with available

solutions to prove the effectiveness of the proposed approach in

terms of recall. Furthermore, the results show how the proposed

solution contributes to extracting smaller knowledge subgraphs.

The remind of the paper is organized as follows. Section 4.3 provides

an overview on the related works. The proposed approach is discussed in

Section 4.4, and Section 4.5 provides a detailed experimental evaluation

including a comparison against state-of-the-art solutions. Finally, Section

4.6 concludes the paper and gives directions for future research.

4.3 Related Work

The research progress on building knowledge subgraphs in question an-

swering (QA) over KGs can be divided into three categories including

filtering-based techniques, heuristic-based techniques, and neural-based

techniques.

1. Filtering-based techniques rely on predefined rules to filter the

number of facts around topic entities. The definition of rules leads
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to limited scalability and researchers and developers require famil-

iarity with the underlying scheme’s KG. Moreover, these techniques

are not able to significantly prune irrelevant entities. The intro-

duced Graph Alignment Question Answering (GAQA) approach in

[238], defines some query patterns and leverages users’ intercep-

tions through an interface to determine the number of required

hops to retrieve the paths in the KG. Then, each given ques-

tion is mapped into a query pattern according to the identified

required hops. To prune unnecessary facts while avoid knowledge

loss for answering the question, three filtering functions are inserted

into the query patterns: (1) filtering out unnecessary predicates

(e.g., predicates http://dbpedia.org/ontology/wikiPageID,

http://dbpedia.org/ontology/abstract are assumed as un-

necessary predicates in DBPedia KG), (2) filtering out unnecessary

literal leaf nodes (e.g., the nodes with irrelevant language tags have

to be eliminated), and (3) filtering out unnecessary resource nodes

(e.g., a set of unnecessary namespace URI is defined and resource

nodes which belong to this set, are filtered). Finally, a SPARQL

query is executed according to the mapped query pattern and the

returned result is considered as the knowledge subgraph.

2. Heuristic-based techniques use heuristics to build a knowledge

subgraph. The PPR [25] as a heuristic algorithm is widely applied

in recent KGQASs to retrieve relevant facts around questions [239,

210, 9, 7].

The PageRank-Nibble (PRN) [240] is an approximate of PPR by

applying a tolerance threshold (ϵ) which is used in [7]. Firstly,

the topic entity is assumed as query node and all the paths with

a maximum length starting at the topic entities are retrieved as

a neighborhood graph. Then, the adjacency matrix of the neigh-
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borhood graph as a directed graph is generated based on the edge

weights. The edge weight is calculated based on the similarity

between the edge’s surface form1 and the question. To find the

similarity between the question and the edge, GloVe2 is applied

to obtain vector representations and the cosine similarity between

two vectors is calculated. Then, the initial PRN score of the topic

entity is set to 1 and the other nodes are set to 0. Next, through an

iterative process, the PRN score of nodes are computed. In each it-

eration t, the PRN score is propagated through the outgoing edges

of the nodes. After T iterations, the k-top nodes with highest PRN

scores (their scores are greater than ϵ) with edges among them are

selected as the more relevant facts to the question. The main issue

is that PRN fails to retrieve the answer entities once there is no

directed path from topic entities to answer entities. The introduced

approach in [9] follows the same idea in [7] and expands one hop

for CVT3 (Compound Value Type) entities in Freebase to obtain

the extracted knowledge subgraphs (this expansion is applicable if

the KG includes CVT nodes).

3. Neural-based techniques utilize neural networks to build a sub-

graph that contains facts relevant to a given question. The Pullnet

[8] fulfills an iterative process to construct a subgraph. In each

iteration, a graph convolutional network (graph CNN) is used to

identify nodes that should be expanded using the pull operation.

The pull operation retrieves the top facts from the KG around en-

tity e which are constrained to have e as their subject or object.

The retrieved facts are ranked based on the similarity between the

fact’s relation and the question using a classifier. Thus, the clas-
1The surface form of an edge is the value of rdfs:label if the edge does not have a

label, the variable part of its URI is adopted as the surface form.
2https://nlp.stanford.edu/projects/glove/
3https://developers.google.com/freebase/guide/basic_concepts#cvts
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sifier predicts which retrieved facts are more relevant to the ques-

tion. The major challenge of these techniques is the requirement

for question-answer pairs as training data.

Current KGQASs can be classified as (1) rule-based, (2) information

retrieval-based and (3) semantic parsing-based systems. In rule-based

systems, much manual work is required in the preparation phase due to

mappings from recognized entities to predefined queries or rules. Then,

those queries or rules are evaluated over the underlying KG to retrieve the

expected answer [211, 6, 212]. Extracting knowledge subgraphs reduces

the manual work required for setting up a rule-based KGQAS. The in-

formation retrieval-based systems need to retrieve all candidate answers

and then rank them to select the most pertinent answer. So, building a

small knowledge subgraph can help pruning the candidate entities and

improving the performance of the system [7, 8, 237]. KGQASs based on

semantic parsing basically convert questions to executable queries. In

these systems, the unstructured question is mapped to intermediate log-

ical forms and then the intermediate forms are transformed into queries,

such as SPARQL. Obviously, reducing the search space on KGs through

constructing a pruned knowledge subgraph based on the input question

makes improvements in mapping stages of semantic-parsing KGQASs

[238].

Although the stream of research on QA over KGs has gained the solu-

tions for building knowledge subgraphs, the recall and size of knowledge

subgraphs still need to be improved. For example, filtering-based tech-

niques are not effective in reducing size from a large KG such as DBPe-

dia, PRN fails in building high-recall knowledge subgraphs once there are

no directed paths from topic entities to answer entities, and neural-based

techniques demand training question-answer pairs which are not available

in many practical settings. This paper proposes a bi-directed propaga-
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tion technique based on PPR (BiDPPR) to build high-recall knowledge

subgraphs by considering incoming edges of nodes as well as outgoing

edges while the size of the extracted subgraphs not being larger than

those constructed by PRN.

4.4 The Approach

This section presents the proposed approach for constructing high-recall

knowledge subgraphs according to the generic architecture shown in Fig-

ure 4.2 that comprises three main stages including topic entity identifi-

cation, neighborhood retrievals and knowledge subgraph retrieval.

4.4.1 Topic Entity Identification

The task of EL is to link an entity mentioned in a text corpus to the cor-

responding entity in a knowledge base [241]. Here, given a KG containing

a set of entities and a set of questions, the goal of EL is to map each en-

tity mentioned in questions to its corresponding entity in the KG [242,

58]. The corresponding entities (known as topic entities) generally show

the topic of the given question sentences. In this paper, the topic entities

of questions are identified through existing EL tools including DBpedia

Spotlight and S-MART. The DBpedia Spotlight system [223] automati-

cally annotates questions’ sentences with DBpedia URIs, and S-MART is

applied for entity linking in FreeBase. This paper assumes that there is

at least an entity mentioned in each question (known as topic mention),

which shows the main focus of the question and EL identifies its map-

ping entity in the KG. As an example, given the question “Give me all

the companies with more than 1000 employees that were founded in the

US from 1986 to 2000”, the named entity “the US” is the topic mention

which is mapped to http://dbpedia.org/resource/United_States as
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the topic entity.

4.4.2 Neighborhood Retrieval

Once the topic entity of the question is identified, all the entities in the

underlying KG which have a distance (distance between two nodes is

the number of edges in a shortest undirected path) smaller or equal n

are extracted. The extracted entities along with relations among them

are defined as neighborhood graph which consists of the n-hop neighbors

around the topic entity (according to Definition 1). Generally, according

to the number of required hops for reasoning over facts, questions can be

grouped into two categories: simple questions and complex questions. A

simple question, namely single-hop question, can be answered through

only one fact whereas a complex question, called multi-hop question,

requires reasoning over two or more facts of the KG [210, 10]. Since, in

real scenarios, the maximum length of path starting at topic entity do

not exceed 3 in general [238], this paper considers n = 3.

Definition 1 A neighborhood graph is defined as GN = (NN , EN) where

NN is a set of entities around the topic entity Te with distance d <= n

from Te (distance between two nodes is the number of edges in a shortest

undirected path), EN is a set of edges with distance d < n from Te and

n is the depth (the longest undirected path from the topic entity) of the

graph.

To build neighborhood graphs with maximum depth n, SPARQL4

patterns are defined according to n and Te. Basically, the total number

of possibilities to construct SPARQL patterns around the topic entity

Te with depth n is 2n. Therefore, 2, 4 and 8 SPARQL patterns can be

defined for depths 1, 2 and 3, respectively (the topic entities are shown

in blue colour). Figure 4.4 illustrates all the possible states to construct
4https://www.w3.org/TR/rdf-sparql-query/
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Figure 4.4: Possible states to construct SPARQL patterns.

Figure 4.5: SPARQL patterns with depth 2.

SPARQL patterns with depth n <= 3 and Figure 4.5 shows the SPARQL

patterns when n is equal to 2.

4.4.3 Knowledge Subgraph Retrieval

After creating a neighborhood graph for a given input question, a knowl-

edge subgraph is retrieved around the topic entity across the neighbor-

hood graph according to BiDPPR. The formal definition of a knowledge

subgraph is provided in Definition 2.

Definition 2 A knowledge subgraph is a subset of the neighborhood

graph which can be defined as GK = (NK , EK) where NK ⊂ NN and

EK ⊂ EN and NK includes the entities which are more likely to be

answer entities.

The proposed technique, BiDPPR, tackles the issue of lacking a di-

rected path from topic entity to answer entity in PRN through a bi-

directed propagation process which is summarized as following:

• To consider the impact of incoming edges of a node during the
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Figure 4.6: Propagation process from the topic entity to the answer entity
using PRN and BiDPPR.

propagation process as well as its outgoing edges, a linear com-

bination of propagation along outgoing edges and incoming edges

is utilized to find the BiDPPR score of nodes. If M denotes the

adjacency matrix of the neighborhood GN which presents the edge

weights then the transpose of M can be considered as a matrix that

includes the inverse relations between entities and let this matrix

be MT . Thus, the calculation of BiDPPR is formulated as:

pr(t)
v = (1 − α)pr(t−1)

v + α(

ω1
∑

<n,r,v>

wr.pr(t−1)
n +

ω2
∑

<v,r,n>

w(t)
r .pr

(t−1)
n )

(4.4.1)

Where wr and wt
r denote the weights of the edge r in both direc-

tions based on the adjacency matrix M and transpose of adjacency

matrix MT , respectively. Also, ω1 and ω2 are assumed as coefficient

ratio for the incoming edges and outgoing edges, respectively.

• To compute the adjacency matrix, similar to [7], pretrained word

embeddings GolVe is applied to generate the embedding of the ques-

tion and the edges’ surface forms. The cosine similarity between

the embeddings of the given question and the edge is considered as
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the weight of that edge.

• To preserve the origin direction of edges, the impact of propaga-

tion along outgoing edges ω1 should be greater than the impact of

propagation along incoming edges ω2.

• In the first initialization, BiDPPR scores are set to 1
|NN | for all

non-topic entities and the BiDPPR scores of topic entities are set

to 1+ 1
|NN | (Equation 4.4.2). Furthermore, the scores are normalized

after each iteration to prevent any explosion.

pr(0)
v =


1

|NN | + 1 topic entities

1
|NN | otherwise

(4.4.2)

Similar to PRN, the k-top nodes by BiDPPR score, along with edges

among them are selected to make the knowledge subgraph after T iter-

ations. It is noticeable that the sizes of extracted knowledge subgraphs

do not increase in comparison to the extracted subgraphs by PRN. The

size of the knowledge subgraph is dependant on K as well as ϵ. In Sec-

tion 4.5 the coverage of PRN and BiDPPR for different values of K are

compared.

Figure 4.6 illustrates the propagation process in PRN and BiDPPR in

a sample neighborhood graph without any directed path from the topic

entity A to the answer entity F . As shown in Figure 4.6, in the first

iteration t = 1, the PRN score will be 0 for all nodes except the topic

entity A, and the propagation will only happen from node A (the edge

are shown in blue colour). For t = 2, the PRN score will be non-zero for

node A and its neighbors including B, C, D and E, and the propagation

will happen from these nodes. For next iterations, the PRN score will be

non-zero for the nodes A, B, C, D, E, G and H. Since H and G as dead

nodes have no outgoing edges, their scores can not be propagated in the

134 of 220



4.5. Experiments

graph. Thus, the PRN score for the node F will stay at 0 by the end due

to lack of a directed path from node A to node F . While in BiDPPR,

the propagation does not start from a specific node (as the initial scores

are not zero) however node A as the topic entity (with the initial score
1
8 + 1 according to 4.4.2) significantly impacts on its neighbors. Since

the propagation spreads out in both directions in BiDPPR, the score of

node F will increase remarkably in the next iteration (t = 2) due to

happening propagation along incoming edge of node B (note that the

weight of the edge between F and B has to be high because its weight

is computed based on cosine similarity between the embedding of the

question sentence and the edge’s label).

4.5 Experiments

In this section, the proposed approach is evaluated on Freebase, DBpedia

and WikiMovies [243] with three QA-benchmarks separately. The code5

is implemented in python and Stardog6 is utilized to set up SPARQL

endpoints. The PRN technique with ϵ = 1e − 6 is performed.

4.5.1 Knowledge Graphs

Freebase is a practical, scalable KG used to structure general human

knowledge [141]. It was launched by Metaweb as an open, public and

collaborative KG with schema templates for most kinds of possible enti-

ties such as persons, cities, movies, etc in 2007.

DBPedia is extracted from structured data in Wikipedia through a

crowd sourcing community that the main idea behind the extraction is

using the key-value pairs in the Wikipedia infoboxes.

5The GrafNet repository on the Github is reused according to the proposed ap-
proach.

6https://www.stardog.com/get-started/
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WikiMovies is the QA part of the Movie Dialog dataset and supports

three different settings of knowledge including (1) using a traditional

knowledge base (KB), (2) using Wikipedia as the source of knowledge,

and (3) using information extraction over Wikipedia.

4.5.2 QA Datasets

WebQuestionsSP(WebQSP) dataset [230] includes 4737 natural language

questions that were produced by crawling the Google suggest API [228]

and are answered through Freebase entities. The questions need up to 2-

hop reasoning from the KG. Moreover, the questions are more colloquial

and biased towards topics that are frequently asked from Google [215,

7].

QALD-6 [244] is the sixth installment of the QALD (Question An-

swering over Linked Data challenge) and focuses on questions which need

up to 3-hop reasoning from the DBPedia. QALD-6 includes 350 training

questions and 100 test questions which the test dataset is applied in this

experiment.

MetaQA dataset [243] is a large-scale multi-hop dataset in the domain

of movies. It includes more than 400k 1-hop, 2-hop and 3-hop questions,

containing three individual datasets namely, MetaQA-1hop, MetaQA-

2hop and MetaQA-3hop [237].

4.5.3 Metric

The number of entities in knowledge subgraphs is considered as a met-

ric to compare sizes of knowledge subgraphs. Furthermore, recall as a

classical metric to evaluate the effectiveness is adopted for showing the

coverage of the constructed knowledge subgraphs. Here, recall is the

fraction of the answers that are successfully retrieved by the subgraph as

the following:
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Table 4.1: Results on WebQSP, QLAD-6 and MetaQA with 500 entities.

Dataset PRN BiDPPR
WebQSP 89.9 92.2
QLAD-6 62.7 84.8
MetaQA-1hop 100 100
MetaQA-2hop 100 100
MetaQA-3hop 83.0 92.2

recall = retrieved entities ∩ answer entities

answer entities
(4.5.1)

4.5.4 Results

The experimental results for WebQSP, QLAD-6 and MetaQA datasets

with 500 entities (k = 500) are shown in Table 4.1. On WebQSP

dataset, the number for recall in PRN is 89.9%, this increased to 92.2%

in BiDPPR. The BiDPPR is comparable to the PRN on QLAD-6, the

recall improves by 22.1%. On MetaQA dataset, BiDPPR shows the recall

improvement around 10% over 3-hop questions. In the case of MetaQA-

1hop and MetaQA-2hop, both techniques achieve fully-coverage knowl-

edge subgraphs.

To illustrate that BiDPPR obtains higher recall knowledge subgraphs

with fewer number of entities in comparison to PRN, WebQSP is selected

as (1) WebQSP includes much more questions in compassion to QALD-

6, and (2) Freebase is far larger than WikiMovies. Figure 4.7 presents

the recalls of PRN and BiDPPR on WebQSP over the size of knowledge

subgraphs. As the graph shows, the coverage of BiDPPR retrieval knowl-

edge subgraphs is relatively quickly in comparison to PRN. For example,

the number of entities to archive the recall 92.0% in PRN is k = 1200

while BiDPPR is able to achieve the same recall with k = 500.

One point to note is that BiDPPR uses the transpose of the adjacency

matrices to consider the inverse direction of the relations. Since the

transpose of a matrix can be done in O(1) time (and space), BiDPPR
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Figure 4.7: Recall of BiDPPR and PRN on WebQSP with different num-
ber of entities.

Table 4.2: Results on WebQSP with 2000 entities.

Technique PRN PRN+CVT BiDPPR
Coverage 92.6 94.9 95.2

does not affect the time complexity of PRN7.

4.5.5 Compared Approaches

BiDPPR is compared with PRN (used in [7, 9]) according to Table 4.1.

It is seen that BiDPPR finds higher coverage and smaller knowledge

subgraphs for questions.

According to [9], the recall of PRN on WebQSP can increase to 94.9

with 2000 entities once the extracted subgraphs are expanded one hop

for CVT entities in Freebase however BiDPPR gains the recall 95.2 with

the same number of entities as shown in Table 4.2.

The results reported by GAQA in [238] give the answer recall when

answer entities are retrieved over the extracted knowledge subgraphs8

and the coverage of the constructed knowledge subgraphs is not shown

in its paper. Basically, GAQA can achieve full-coverage knowledge sub-

graphs if the query patterns are correctly identified due to it only filters

the obvious unnecessary items (e.g, the predicates which are mainly used
7Time complexity of PRN is O(m*n) [m = no. of iterations, n= no. of nodes]
8After constructing knowledge subgraphs, GAQA obtains answers of given ques-

tions over the extracted subgraphs based a graph-alignment method and then reports
the results.
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Figure 4.8: Comparison of the knowledge subgraphs’s size in BiDPPR
and GAQA.

to link the KGs) however the knowledge graphs are significantly larger

than those generated by BiDPPR. Since GAQA’s source code is not pub-

licly available, this research study re-implements GAQA’s solution. In

this re-implementation, 15 questions are randomly selected from each

dataset (WebQSP and QLAD-6) and their query patterns are identified

based on their SPARQL queries 9. Figure 4.8 depicts the average size

of the knowledge subgraphs (in terms of the number of entities) for the

randomly selected questions and it is clearly shown that BiDPPR builds

substantially smaller knowledge subgraphs. Furthermore, the recalls of

the retrieved subgraphs by BiDPPR are 95.0% and 0.89 for the selected

questions in WebSQP and QALD-6, respectively.

Compared to PullNet, BiDPPR needs no training data. PullNet has

to train a classifier based on question-answer pairs to predict the relevant

facts to questions. The results of PullNet are not directly comparable

to the results of this paper due to PullNet’s results show the recall after

obtaining answers over the knowledge subgraphs and the source code

is not available as well. However, according to [8], PullNet is able to

retrieve far fewer entities with higher recall in comparison to PRN.

9The task of identifying query pattern needs end users’ assistance in GAQA
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4.6 Conclusion

With the increasing growth of KGs, QA over KGs can be seen as the

most promising approach to make the KGs easily accessible for end users.

Since a KG is typically large and stores millions of facts, accessing the

KG for each given question in KGQASs is difficult or even impossible.

Extracting a small subset from the KG (known as knowledge subgraph)

that is likely to contain the answer entity, defiantly reduce the search

space and make the final answer extraction process easier. This paper

proposes an approach including three major stages: topic entity identi-

fication, neighborhood retrieval and knowledge subgraph retrieval. The

main focus of the approach is to introduce a new derivation of the PPR

technique called BiDPPR to construct the knowledge subgraphs. Once

there is no directed path from topic entities to answer entities, PPR tech-

nique fails to construct knowledge subgraphs which contain the answer

entities. To address this problem, BiDPPR suggests propagating along

the incoming edges as well as the outgoing edges. The proposed approach

finds higher recall knowledge subgraphs with fewer entities than the ones

created before. The effectiveness of the proposed approach in terms of

recall and size is illustrated on WebQuestionsSP, QLAD-6 and MetaQA

datasets which apply Freebase, DBPedia and WikiMovie as KGs to an-

swer questions, respectively.

In the future, given a natural language question, a syntactic-semantic

representation is created as question graph and the number of hops to

retrieve the neighborhood graph is calculated based on the longest path in

the question graph. Then, the task of QA over KGs is reduced to finding

subgraph matches of the question graph over the knowledge subgraph.
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5.1 Abstract

With the growth of knowledge graphs (KGs), question-answering sys-

tems make the KGs easily accessible for end-users. Question answering

over KGs aims to provide crisp answers to natural language questions

across facts stored in the KGs. This paper proposes a graph-driven

approach to answer questions over a KG through four steps, including

(1) knowledge subgraph construction, (2) question graph construction,

(3) graph matching, and (4) query execution. Given an input question,

a knowledge subgraph, which is likely to include the answer is extracted

to reduce the KG’s search space. A graph, named question graph,

is built to represent the question’s intention. Then, the question

graph is matched over the knowledge subgraph to find a query graph

corresponding to a SPARQL query. Finally, the corresponding SPARQL

is executed to return the answers to the question. The performance of

the proposed approach is empirically evaluated using the 6th Question

Answering over Linked Data Challenge (QALD-6). Experimental results

show that the proposed approach improves the performance compared

to the-state-of-art in terms of recall, precision, and F1-score.

Keywords: Knowledge Graphs, Question Answering, Graph Matching,
SPARQL

Publication: Sareh Aghaei, Sepide Masoudi, Tek Raj Chhetri, and Anna
Fensel. “Question Answering over Knowledge Graphs: A Graph- Driven Ap-
proach”. In: Proceedings of the 21st IEEE/WIC/ACM International Con-
ference on Web Intelligence and Intelligent Agent Technology. forthcoming.
Niagara Falls, Canada, 2022.

5.2 Introduction

With the steady growth of web data, knowledge graphs (KGs) have been

increasingly adopted to structure and store large-scale data on the web.
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A KG, presented in the Resource Description Framework (RDF)[198],

often includes millions or billions of facts in the form of subject-predicate-

object triples.

While SPARQL1 is a standard way to access RDF KGs, end-users find

it difficult due to the complexity of the SPARQL syntax and the RDF

schema [208, 245, 246]. To tackle this drawback, question answering

(QA) over KGs has emerged. A KG-based question answering system

(KGQAS) targets to automatically answer natural language questions

(NLQs) posed by end-users.

Parsing NLQs and obtaining answers present numerous challenges.

Some of the key challenges are: (1) large search space in KGs; (2) map-

ping unstructured NLQs to structured queries without losing the inten-

tion of the NLQs; and (3) the linguistic gap between questions and KGs’

vocabularies.

To address the mentioned challenges and improve KGQASs’ perfor-

mance, this paper proposes a graph-driven approach focusing on fac-

toid2 questions, both simple and complex.

Based on our objective, which is to improve the performance of QA

over KG, our work seeks to answer the following key research questions:

(1) how to extract a knowledge subgraph for a posed NLQ that reduces

the size of the KG while covering the answer?; (2) how to bridge the

gap between NLQs and SPARQL queries in a semantic parsing based

KGQAS?; and (3) how to take advantage of the task of graph matching

to match question graphs and knowledge subgraphs?.

Inline with our research questions, this paper makes the following

contributions:

• We extend our previous research study to reduce the search space

1https://www.w3.org/TR/rdf-sparql-query/
2The factoid questions are factual in nature and commonly start with a WH-word

such as when, where, who, what, etc.
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in KGs that introduces a new derivation of the personal page rank

(PPR) algorithm, named Bi-Directed PPR (BiDPPR) [24].

• The syntactic structure of the question and a set of effective trans-

formation rules are used to present question’s intentions in graph

structures.

• The task of graph matching between question graphs and knowl-

edge subgraphs is reduced to node matching and edge matching.

• Extensive experiments are conducted to validate the performance

of the proposed approach in terms of recall, precision and F1.

In our study, we conceptualize the task of QA over KGs to parse NLQs

and then convert the questions into SPARQL queries. Even though QA

over KGs remains a challenging task, our approach outperforms state-of-

the-art technologies, as demonstrated by our findings (see Section 5.5.3).

The remainder of the paper is organized as follows. Section 5.3 pro-

vides an overview of the related works. The proposed approach is de-

scribed in Section 5.4, and Section 5.5 reports a detailed experimental

evaluation, including a comparison against state-of-the-art solutions. Fi-

nally, Section 5.6 concludes the paper and gives directions for future

research.

5.3 Related Works

In this section, we provide a review of the related works. First, we provide

an overview of the different types of QA over KGs (see Section 5.3.1).

Thereafter, we discuss the related works, focusing on our study, which is

graph-based QA approaches (see Section 5.3.2).
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5.3.1 Types of QA over KGs

1. Template-based methods: Template-based methods rely on prede-

fined templates (a pseudo-query with some slots) to parse questions

and provide logical forms [4, 5, 6, 213, 247]. The significant draw-

backs of template-based systems are limited scalability and low

flexibility of templates.

2. Information retrieval-based methods: These methods extract a sub-

graph with respect to a NLQ and treat the subgraph’s nodes as

candidate answers. Then, the semantic relevance of the question

and candidate answers are computed according to the features ex-

tracted from the question and encoded candidate answers. Finally,

the candidate with the highest matching score is selected as the final

answer [248]. While these solutions can handle complex reasoning

on a graph structure and fit into end-to-end training, the interme-

diate reasoning is less interpretable, and a considerable amount of

training data is required [7, 8, 9].

3. Semantic parsing-based methods: This category aims to build a se-

mantic parser that transforms an input NLQ into an intermediate

form and then converts the intermediate form into a logical form.

There are two mainstream branches to generate intermediate forms:

(a) encoder-decoder-based techniques and (b) graph-based tech-

niques [10]. The encoder-decoder techniques [12, 145, 249] utilise

trees or high-level programming languages to represent questions’

intentions which require a lot of annotated training examples [11].

The graph-based methods use graphs to bridge the gap between

the questions and logical executable forms.

145 of 220



5. Question Answering over Knowledge Graphs: A Graph-Driven
Approach

5.3.2 Graph-based QA Approaches

The introduced system in [207], known as the graph answer (GAn-

swer), obtains two frameworks, namely node-first framework (NFF) and

relation-first framework (RFF). In NFF, nodes of a given question are

found and then the edges to connect nodes are identified to construct a

graph. This framework finds candidates for each node and edge of the

graph using two dictionaries. Once the candidate lists are provided, a

button-up process is used to find approximate matches over the KG. Dif-

ferent from NFF, RFF begins with extracting semantic relations from a

NLQ and then looks for the associated nodes based on heuristic rules.

A user-guided graph similarity approach is presented in [238], named

the graph alignment question answering (GAQA) framework. GAQA re-

ceives a question graph constructed by the end-user and builds a knowl-

edge subgraph by filtering out unnecessary facts. An alignment-based

method formulates the pairwise graph alignment with integer linear pro-

gramming. The outcome of this alignment is converted to a structured

query to retrieve the answer.

Since our approach does not rely on predefined templates, it is more

robust in answering different questions than template-based techniques.

Different from information retrieval-based techniques, our approach does

not demand annotated training data and produces a more interpretable

reasoning process by generating intermediate logic forms. Similar to

the information retrieval-based approaches, we retrieve a knowledge sub-

graph for each NLQ. Moreover, our approach uses graph matching similar

to GAnswer and GAQA. However, it is independent of users’ assistance

to arrive at query graphs and extracts smaller knowledge subgraphs for

questions. Additionally, we use different similarity metrics to overcome

ambiguities in the graph matching step.
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5.4 The Proposed Approach

An overview of the proposed approach is presented in Figure 5.1, which

consists of four major steps, including (1) knowledge subgraph construc-

tion, (2) question graph generation, (3) graph matching and (4) query

execution. The first step targets to construct a knowledge subgraph for

each question to avoid exploring the whole KG. To do this, we extend

our previous research, BiDPPR [24], which enables us to find knowledge

subgraphs through a bi-directed propagation process based on PPR. In

the next step, we utilise the syntactic structure of the input NLQ and a

set of predefined transformation rules to transform the question into an

intermediate form named question graph. The third step matches the

question graph to the knowledge subgraph to find the query graph. Fi-

nally, the query graph is converted to the corresponding SPARQL query

to return the answers to the end-user.

Thus, in our work, a NLQ is converted into a question graph, a query

graph is derived from the question graph, and the query graph is trans-

formed into a SPARQL query, as shown in Figure 5.1.

5.4.1 Knowledge Subgraph Construction

The knowledge subgraph is constructed in three stages: (1) topic entity

identification, (2) neighbourhood retrieval, and (3) knowledge subgraph

retrieval.

5.4.1.1 Topic Entity Identification

The task of EL targets to map each entity mentioned in the questions to

its corresponding entity in the KG.

Definition 3 A topic mention is a part of a given NLQ referring to an

entity from a KG and shows the main focus of the NLQ. Also, the entity
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Figure
5.1:

O
verview

ofthe
proposed

approach.
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corresponding to the topic mention is called the topic entity. The topic

mention and topic entity are denoted as Tm and Te, respectively.

In this research study, DBpedia spotlight (DBS) [223] is adopted to

recognize topic entities for questions.

Definition 4 Given a NLQ, there is at least one topic mention Tm to

reflect the main focus of the question.

Definition 5 The entity mention and topic entity of the question

“Where is Syngman Rhee buried?” are “Syngman Rhee” and “http:

//dbpedia.org/resource/Syngman_Rhee”, respectively.

5.4.1.2 Neighbourhood Retrieval

After identifying the topic entity of a NLQ, all the entities in the KG

with the maximum distance m in KG, starting from the topic entity, are

extracted (m equals the maximum path length in the question graph,

which is discussed in Section 5.4.2).

Definition 6 A neighbourhood graph is defined as Gn = (NN , EN)

where NN is a set of entities around the topic entity Te with distance

d <= m from Te, EN is a set of edges with distance d < m from Te, and

m is the longest path in the question graph.

5.4.1.3 Knowledge Subgraph

The BiDPPR, a bi-directed propagation technique inspired by PPR [97]

and the directed propagation method in [7], is summarized as following:

• A personalized vector which biases towards the topic entity is de-

fined according to the neighbourhood graph Gn. The entries of the

personalized vector are set to 1
|NN | for all non-topic entities, and
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the corresponding entries of topic entities are set to 1 + 1
|NN | where

|NN | is the number of entities in Gn.

pr(0)
v =


1

|NN | + 1 for topic entities

1
|NN | otherwise

(5.4.1)

• The pre-trained word embeddings BERT[234] is applied to generate

the embedding of the question and edges’ surface-forms[24] and

calculate the weights of the edges. The cosine similarity between

the embeddings is considered as the edge’s weight.

• The adjacency matrix of the neighbourhood graph GN is generated

according to the edge weights. If M denotes the adjacency matrix,

the transpose of M is considered as MT , including the inverse of

relations between entities. The BiDPPR calculation is presented

as:

pr(t) = (1 − α)pr(t−1) + α(

ω1
∑

r

∑
<n,r,v>

wr · pr(t−1)
n +

ω2
∑

r

∑
<v,r,n>

w(t)
r · pr

(t−1)
n )

(5.4.2)

Where wr and wt
r denote the weights of the edge r in both directions

based on the matrices M and MT . Also, ω1 and ω2 are assumed

as the coefficient ratio for the incoming edges and outgoing edges,

respectively.

After T iterations, the top-k entities by BiDPPR score and any edges

between them are selected as the relevant facts to shape the question

knowledge subgraph. We give a formal definition of knowledge subgraph

in Definition 7 as follows:
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Definition 7 A knowledge subgraph is defined as Gk = (NK , EK) where

NK ⊂ NN and EK ⊂ EN and NK includes the entities with the highest

BiDPPR scores which are more likely to be answer entities.

5.4.2 Question Graph Construction

This section discusses how to generate question graphs as intermediate

forms to bridge the gap between given question sentences and SPARQL

queries.

Definition 8 Given a NLQ q, a question graph is defined as an undi-

rected labeled graph Gq = (Nq, Eq) to present the intention of q where

Nq and Eq denote the nodes and edges.

5.4.2.1 Node Recognition

For each input question, we extract three kinds of question nodes, in-

cluding (1) variable nodes, (2) constant nodes and (3) type nodes.

The constant nodes are basically the named entities mentioned in a

question sentence. The variable nodes include the main variable node,

which refers to the WH-word of the question, and zero or several middle-

variable nodes inserted based on the transformation rules once the ques-

tion graph is being constructed. To define the type nodes, the noun

phrases of the question sentence are extracted. Then, we use a mention-

class dictionary to map the noun phrases into the classes of the schema

of the underlying KG. Each noun phrase which includes a corresponding

class, is assumed as a type node. Those noun phrases not mapped to the

classes are later used to shape relations between the question nodes.

A mention-class dictionary consists of all the classes used in the un-

derlying KG along with their hypernyms and synonyms. We use NLTK

WordNet3 to find hypernyms and synonyms of each class.
3https://www.nltk.org/_modules/nltk/corpus/reader/wordnet
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Definition 9 The question sentence “Which books by Kerouac were

published by Viking Press?” includes “Kerouac” and “Viking Press”

as the constant nodes, “Which” and “book” as the variable node and

type node, respectively.

5.4.2.2 Syntactic Parsing

Syntactic parsing (or dependency parsing) is the task of assigning a syn-

tactic structure to a sentence, and a dependency tree is the most widely

used syntactic structure. We define the following transformation rules to

prune and simplify the generated dependency tree:

• The unnecessary dependency relations (e.g., passive auxiliary, open

clausal complement) are filtered to transform the dependence tree

to a more simplified syntactic structure [250].

• If a sub-tree only includes the leaf proper-noun-phrase (NNP)

nodes, the sub-tree is reduced to a merged node, including the

combination of sub-tree’s nodes.

Definition 10 Given the question “When did the Boston Tea

Party happen?”, the nodes “Boston”, “Tea”, and “Party” are

merged into the “Boston Tea Party” node as shown in Figure 5.2.

5.4.2.3 Question Graph

After pruning the dependency tree, the question graph is created. The

nodes of a question graph are constituted from question nodes, and edges

are formed based on the transformation rules as follows.

• When a type node is connected to the main variable node in a

dependency tree, all the nodes linked to the type node will be

connected to the main variable node.
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Figure 5.2: Dependency tree and simplified dependency tree of the ques-
tion “When did the Boston Tea Party happen?”.

Figure 5.3: Examples of applying the transformation rules.
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Definition 11 The type node “books” and main variable node

“Which” are connected to each other in the dependency tree of

the question “Which books by Kerouac were published by Viking

Press?”, thus the nodes “Kerouac” and “published” will be linked

to the node “Which” as shown in Figure 5.3.

• Two question nodes are linked through an edge in a question graph

if the simple path between those two nodes in the dependency tree

does not include any other question node. Additionally, the words

along the simple path shape the relation [207].

Definition 12 Since there is no question node along the simple

path between “Which” and “Viking Press”, as shown in Figure 5.3,

these two nodes are connected through an edge in the question

graph, represented by the edge label “published”.

• If a constant node is connected to a noun-phrase that is not of type

node, then a middle-variable node is inserted. The middle-variable

node is connected to the constant node, and the noun-phrase node

is transformed to the edge between two nodes.

Definition 13 Given the question “What is the school where

Barack Obama’s wife studied?”, the constant node “Barack

Obama” and the noun-phrase “wife” are transformed into the rela-

tion “wife” with the connected nodes “Barack Obama” and middle-

variable node ?v as depicted in Figure 5.3.

In our work, we divide the edges’ labels in the question graphs into

three groups, including (1) the edges with known labels, (2) the edges

with unknown labels, and (3) the edges describing rdf:type.

Definition 14 As shown in Figure 5.3, the edge between nodes “Which”

and “Viking Press” includes the known label “published”, and the edge
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between nodes “Which” and “Kerouac” has an unknown label. Addi-

tionally, the edge between nodes “What” and “school” shows the node

“What” is a type (an instance) of node “School” (rdf:type).

Since a question graph has to be matched over a KG, we compute the

maximum path length in the question graph and then consider it as the

number of required hops m to retrieve the neighbourhood graph (more

details in Section 5.4.1.2).

Definition 15 The maximum path length in the Gq is considered as the

number of required hops m to build the neighbourhood graph Gn.

5.4.3 Graph Matching

Graph matching is the task of finding a similarity between two graphs

through exact or inexact graph matching. The exact graph matching is

restricted to finding a one-to-one mapping between two graphs with the

name number of nodes, while the inexact graph matching is applied to

the cases where the number of nodes is different[251, 252]. Thus, the

task of finding the similarity between the question graph and knowledge

subgraph is an inexact graph matching problem.

In our work, the directed graph found by node matching and edge

matching is named the query graph4.

Definition 16 A query graph is defined as Gqry = (Nqry, Eqry) where

is found based on inexact graph matching between the question graph

Gq = (Nq, Eq) and knowledge subgraph Gk = (NK , EK).

Initially, a query graph includes a topic entity associated with the

topic mention and then extends in I iterations. The query graph is ex-

panded in each iteration by matching one more edge or node from the
4The nodes and edges of a question graph are spans of the question while the nodes

and edges of the query graph are the entities or properties from
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question graph with the knowledge subgraph. Thus, the first match-

ing subgraph which is formed in the iteration process is considered as

the query graph. The iterative process is terminated when edge match-

ing and node matching are performed for all of the edges and nodes in

the question graph. Since unknown edges and variable nodes can be

associated with any nodes and edges in the knowledge subgraph, edge

matching, and node matching are not performed in these cases.

5.4.3.1 Edge Matching

For each edge in Gq, structural and semantic similarities are utilised

to identify its associated edge in Gk [238]. We compute the structural

similarity of an edge-pair, and if two edges are similar in the structure,

the semantic similarity of the edges is computed.

Definition 17 An edge-pair is denoted as (rq, rk) consisting of two edges

rq and rk where rq ∈ Gq and rk ∈ Gk.

Structural similarity is defined according to the distance of edges from

the topic mention Tm and topic entity Te in Gk and Gq, respectively.

Definition 18 An edge rq in Gq is structurally similar to an edge rk in

Gk, if the length of simple path between rq and Tm is equal to the length

of simple path between rk and Te.

Given an edge-pair (rq, rk), semantic similarity is computed if rq and

rk are in the same distance. Semantic similarity is associated with the

similarity between edges based on the likeness of their meanings. We use

the edges’ surface-forms in the knowledge subgraph and the edges’ la-

bels in the question graph to compute semantic similarities. Rather than

applying one measure for semantic similarity, we explore the idea of com-

bining existing measures into a semantic similarity ensemble. We take

advantage of word embedding BERT, WordNet [253], and Levenstshtein
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distance [232]. Given an edge-pair, the embeddings of the surface-form

and label are generated using the pre-trained word embedding BERT,

and then their cosine similarity is calculated as a similarity score. Word-

Net is applied to generate two sets of synonyms according to the surface-

form and label. Then, we compute the Levenstshtein distance of the

elements among two sets, and normalize them as another score of simi-

larity. Algorithm 2 presents the edge matching process.

5.4.3.2 Node Matching

Similar to the edge matching, we use the structural and semantic simi-

larities to map each node in Gq to a corresponding node in Gk.

Thus, given each non-variable node in Gq, the nodes with a similar

structure are found in Gk, and then the semantic similarity of those node-

pairs is calculated to select the best match in Gq. Note that the applied

algorithm for node matching is similar to the edge matching process in

Algorithm 2.

5.4.4 Query Execution

Given a query graph, the SPARQL query is constructed through simple

conversion rules and then executed over the KG. The primary conversion

rules include (1) each edge with its nodes connected presents a triple

in which the head node and tail node are the subject and object of the

triple, (2) the nodes or edges with the URI resources or literal values are

inserted into the triples with the URIs or literal values, (3) the variable

nodes or unknown-labeled edges are inserted with the variable names,

and (4) the main variable (WH-node) which is the answer of the factoid

question, needs to be fetched in the SELECT part of the query.

We apply a set of simple rules to handle questions, including aggre-

gation phrases. We assume there are only a few aggregation phrases
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(how many, how much, greater than, less than, and etc) and then define

a set of simple rules to add constraints to the queries. For example, in

the question “How many moons does Mars have?”, the COUNT rule is

used to count the main variable.

Algorithm 2 Edge Matching Process
Input: Question graph Gq, Knowledge subgraph Gk

Result: Vector o including the matched edges from Gk

for each edge ek in Gk do
Compute dk as the length of simple path between ek and topic entity Te Find

Sek as the set of synonyms for ek

end
for each edge eq in Gq do

if eq has a known label then
Find Seq as the set of synonyms for eq for each edge ek in Gk do

if dk equals dq then
Compute scs as the cosine similarity between the embeddings of eq

and ek

Compute and normalize the Levenstshtein distance between elements
of sets Sek and Seq, and select the maximum as sld

Calculate Ssim as the liner combination of sld and scs

Store Ssim as the similarity score of the edge-pair (eq, ek) in vector
v

end

end
Find (eq, mk) with the highest Ssim from v Store mk as the matched edge

of eq in vector o

end

end

Return vector o

5.5 Experimental Study

The proposed approach is evaluated on DBPedia[22] as the KG using the

questions of QALD-6 as the QA dataset. The results are compared with
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all systems in the QALD-6 competition as well as GAQA and GAnswer.

5.5.1 Dataset

KG In our experiment, DBPedia as an open-domain large-scaled KG

is adopted. DBPedia is extracted from structured data in Wikipedia

through a crowd sourcing community.

QA Benchmark The Question Answering over Linked Data challenge

(QALD) provides up-to-date benchmarks for assessing and comparing

QASs over DBPedia. The QALD-6 which is the sixth installment of the

QALD challenge, includes 350 training questions and 100 test questions.

5.5.2 Metrics

We adopt three evaluation metrics, including recall, precision and F1-

score, formulated as the following:

Recall = correctly retrieved answers
gold standard answers (5.5.1)

Precision = correctly obtained answers
returned answers (5.5.2)

F1 = 2 ∗ Precision ∗ Recall
Precision + Recall (5.5.3)

5.5.3 Results and Discussion

Table 5.1 presents the experimental results, where ’Right’ denotes the

number of questions that are correctly answered. Our proposed ap-

proach, denoted GDQA (Graph Driven Question Answering), achieves

0.75%, 0.82%, and 0.78% for the recall, precision, and F1, respectively

and answers 72 questions correctly, outperforming the participants in the
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QALD-6 competitions. Compared to GAnswer (NFF and RFF), QDQA

improves the recall by 5% and correctly answers more questions by 4%.

Although the results of GAQA and CANaLI[254] show slightly better

performance than our results, GAQA requires users to submit questions

as question graphs (see Section 5.3) and CANaLI uses a controlled natural

language (CNL) to restrict the grammar used to pose input questions.

Table 5.1: Main results on QALD-6 test set.

Processed Right Recall Precision F1
GDQA 100 72 0.75 0.82 0.78
GAQA 100 74 0.83 0.87 0.84
NFF 100 68 0.70 0.89 0.78
RFF 100 40 0.43 0.77 0.55

CANaLI 100 83 0.89 0.89 0.89
UTQA 100 63 0.69 0.82 0.75

KWGAnswer 100 52 0.59 0.85 0.70
SemGraphQA 100 20 0.25 0.70 0.37

UIQA1 44 21 0.63 0.54 0.25
UIQA2 36 14 0.53 0.43 0.17

According to 28% questions that our proposed approach can not an-

swer correctly, the failure analysis of the work is provided. We find that

there are two main reasons for the failure to answer questions. The

first failure reason is question graph construction. As an example, the

question graph of the question “How many grand-children did Jacques

Cousteau have?” includes “How many” and “Jacques Cousteau” as the

variable node and constant node, respectively and “grand-children” as

the relation while the answer entities are accessed through the question

graph: {<How many, child, ?v>, <?v, child, Jacques Cousteau>}. The

second reason is finding semantic similar nodes or edges in the graph

matching step. For example, in the question “Where is Syngman Rhee

buried?”, the relation “burn” in the question graph has to match the re-

lation “restingPlace” in the knowledge subgraph while the edge matching

is failed to find the matching. Since the other reasons, such as knowledge

subgraph construction, and complex aggregation, happen far much less
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than the first two reasons, their ratio is reported in total.

From this experiment, we find out that our approach achieves high

performance in answering questions over KGs. While our approach is

tested on an open-domain KG, it can be generalised across diverse KGs,

which we regard as an advantage of the work. In addition, end-users are

not restricted to posing their questions in a specific format (e.g., graphs

or CNL).

We also acknowledge the following limitations of the work. We assume

that every question includes at least one topic mention, whereas there

may be no topic mention in some cases (e.g., “Who died in the same

place where they were born?”). Moreover, although our approach can

answer some aggregation questions (e.g., count questions), it may not

answer questions with more complex aggregation functions.

5.6 Conclusions

QA over KGs provides an easy and effective way for end-users to access

KGs using NLQs rather than complicated structured query languages

such as SPARQL. We propose a graph-driven approach to answer NLQs

in four steps: (1) knowledge subgraph construction, (2) question graph

construction, (3) matching graphs, and (4) query execution. Our exper-

imental results show that the proposed approach achieves significantly

higher recall, precision and F1-score in comparison to the QALD com-

petition’s results; however, there still exists much space for improvement

of QA over KGs.

A possible direction for our future work is to utilise semantic parsing

as well as syntactic parsing in the question graph generation step and

address the limitations, which are highlighted in Section 5.5.3.
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ACM Association of Computing Machinery.

AI Artificial Intelligence.

API Application Programming Interface.

BERT Bidirectional Encoder Representations from

Transformers.

BiDPPR Bi-Directed Personal Page Rank.

CNL Controlled Natural Language.

CNN Convolutional Neural Network.

CSV Comma-Separated Values.

CVT Compound Value Type.

DBLP Digital Bibliography & Library Project.

DM Dialog Management.

EB Exabytes.

EL Entity Linking.

FAQ Frequently Asked Question and answer.

FTP File Transfer Protocol.

GAnswer Graph Answer.

GBDT Gradient Boosted Decision Tree.

GRU Gated Recurrent Unit.

HITS Hyperlink-Induced Topic Search.

HRED Hierarchical Recurrent Encoder-Decoder.
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HTML HyperText Markup Language.

IEEE Institute of Electrical and Electronics Engi-

neers.

IR Information Retrieval.

JSON-LD JavaScript Object Notation for Linked

Data.

KB Knowledge Base.

KG Knowledge Graphs.

KGQAS Knowledge Graph-based Question Answer-

ing System.

LR Learning Rate.

LSTM Long Short-Term Memory.

MB Megabytes.

ML Machine Learning.

MLP Multi-Layer Perceptron.

NER Named Entity Recognition.

NFF Node-First Framework.

NLP Natural Language Processing.

NLQ Natural Language Question.

NLTK Natural Language Toolkit.

NLU Natural Language Understanding.

NNP Proper-Noun-Phrase.

OWL Web Ontology Language.

POS Part Of Speech.

PP Page Rank.

PPR Personal Page Rank.

PRN PageRank-Nibble.
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QA Question Answering.

QALD-6 The sixth installment of the Question An-

swering over Linked Data challenge.

QAS Question Answering System.

RDF Resource Description Framework.

RDFa Resource Description Framework in At-

tributes.

RDFs Resource Description Framework Schema.

REST Representational State Transfer.

RFF Relation-First Framework.

RLU Rectified Linear Unit.

RNN Recurrent Neural Network.

RSS Really Simple Syndication.

SME Small and Medium-sized Enterprise.

SBERT Sentence-Bidirectional Encoder Represen-

tations from Transformers.

SPARQL Simple Protocol and RDF Query Language.

SQL Structured Query Language.

SVM Support Vector Machine.

SWSE SWSE.

URI Uniform Resource Identifiers.

URL Uniform Resource Locator.

W3C World Wide Web Consortium.

WASA Schema.org Actions.

WebQSP WebQuestionsSP.

XGBoost Extreme Gradient Boost.

XML Extensible Markup Language.
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GAQA Graph Alignment Question Answering.
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